
129

§1.5 DIFFERENTIAL GEOMETRY AND RELATIVITY

In this section we will examine some fundamental properties of curves and surfaces. In particular, at

each point of a space curve we can construct a moving coordinate system consisting of a tangent vector, a

normal vector and a binormal vector which is perpendicular to both the tangent and normal vectors. How

these vectors change as we move along the space curve brings up the subjects of curvature and torsion

associated with a space curve. The curvature is a measure of how the tangent vector to the curve is changing

and the torsion is a measure of the twisting of the curve out of a plane. We will find that straight lines have

zero curvature and plane curves have zero torsion.

In a similar fashion, associated with every smooth surface there are two coordinate surface curves and

a normal surface vector through each point on the surface. The coordinate surface curves have tangent

vectors which together with the normal surface vectors create a set of basis vectors. These vectors can be

used to define such things as a two dimensional surface metric and a second order curvature tensor. The

coordinate curves have tangent vectors which together with the surface normal form a coordinate system at

each point of the surface. How these surface vectors change brings into consideration two different curvatures.

A normal curvature and a tangential curvature (geodesic curvature). How these curvatures are related to

the curvature tensor and to the Riemann Christoffel tensor, introduced in the last section, as well as other

interesting relationships between the various surface vectors and curvatures, is the subject area of differential

geometry.

Also presented in this section is a brief introduction to relativity where again the Riemann Christoffel

tensor will occur. Properties of this important tensor are developed in the exercises of this section.

Space Curves and Curvature

For xi = xi(s),i = 1, 2, 3, a 3-dimensional space curve in a Riemannian space Vn with metric tensor gij ,

and arc length parameter s, the vector T i = dxi

ds represents a tangent vector to the curve at a point P on

the curve. The vector T i is a unit vector because

gijT
iT j = gij

dxi

ds

dxj

ds
= 1. (1.5.1)

Differentiate intrinsically, with respect to arc length, the relation (1.5.1) and verify that

gijT
i δT

j

δs
+ gij

δT i

δs
T j = 0, (1.5.2)

which implies that

gijT
j δT i

δs
= 0. (1.5.3)

Hence, the vector δT i

δs is perpendicular to the tangent vector T i. Define the unit normal vector N i to the

space curve to be in the same direction as the vector δT i

δs and write

N i =
1
κ

δT i

δs
(1.5.4)

where κ is a scale factor, called the curvature, and is selected such that

gijN
iN j = 1 which implies gij

δT i

δs

δT j

δs
= κ2. (1.5.5)
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The reciprocal of curvature is called the radius of curvature. The curvature measures the rate of change of

the tangent vector to the curve as the arc length varies. By differentiating intrinsically, with respect to arc

length s, the relation gijT
iN j = 0 we find that

gijT
i δN

j

δs
+ gij

δT i

δs
N j = 0. (1.5.6)

Consequently, the curvature κ can be determined from the relation

gijT
i δN

j

δs
= −gij

δT i

δs
N j = −gijκN iN j = −κ (1.5.7)

which defines the sign of the curvature. In a similar fashion we differentiate the relation (1.5.5) and find that

gijN
i δN

j

δs
= 0. (1.5.8)

This later equation indicates that the vector δNj

δs is perpendicular to the unit normal N i. The equation

(1.5.3) indicates that T i is also perpendicular to N i and hence any linear combination of these vectors will

also be perpendicular to N i. The unit binormal vector is defined by selecting the linear combination

δN j

δs
+ κT j (1.5.9)

and then scaling it into a unit vector by defining

Bj =
1
τ

(
δN j

δs
+ κT j

)
(1.5.10)

where τ is a scalar called the torsion. The sign of τ is selected such that the vectors T i, N i and Bi form a

right handed system with εijkT iN jBk = 1 and the magnitude of τ is selected such that Bi is a unit vector

satisfying

gijB
iBj = 1. (1.5.11)

The triad of vectors T i, N i, Bi at a point on the curve form three planes. The plane containing T i and Bi is

called the rectifying plane. The plane containing N i and Bi is called the normal plane. The plane containing

T i and N i is called the osculating plane. The reciprocal of the torsion is called the radius of torsion. The

torsion measures the rate of change of the osculating plane. The vectors T i, N i and Bi form a right-handed

orthogonal system at a point on the space curve and satisfy the relation

Bi = εijkTjNk. (1.5.12)

By using the equation (1.5.10) it can be shown that Bi is perpendicular to both the vectors T i and N i since

gijB
iT j = 0 and gijB

iN j = 0.

It is left as an exercise to show that the binormal vector Bi satisfies the relation δBi

δs = −τN i. The three

relations
δT i

δs
= κN i

δN i

δs
= τBi − κT i

δBi

δs
= −τN i

(1.5.13)
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are known as the Frenet-Serret formulas of differential geometry.

Surfaces and Curvature

Let us examine surfaces in a Cartesian frame of reference and then later we can generalize our results

to other coordinate systems. A surface in Euclidean 3-dimensional space can be defined in several different

ways. Explicitly, z = f(x, y), implicitly, F (x, y, z) = 0 or parametrically by defining a set of parametric

equations of the form

x = x(u, v), y = y(u, v), z = z(u, v)

which contain two independent parameters u, v called surface coordinates. For example, the equations

x = a sin θ cosφ, y = a sin θ sin φ, z = a cos θ

are the parametric equations which define a spherical surface of radius a with parameters u = θ and v = φ.

See for example figure 1.3-20 in section 1.3. By eliminating the parameters u, v one can derive the implicit

form of the surface and by solving for z one obtains the explicit form of the surface. Using the parametric

form of a surface we can define the position vector to a point on the surface which is then represented in

terms of the parameters u, v as

~r = ~r(u, v) = x(u, v) ê1 + y(u, v) ê2 + z(u, v) ê3. (1.5.14)

The coordinates (u, v) are called the curvilinear coordinates of a point on the surface. The functions

x(u, v), y(u, v), z(u, v) are assumed to be real and differentiable such that ∂~r
∂u × ∂~r

∂v 6= 0. The curves

~r(u, c2) and ~r(c1, v) (1.5.15)

with c1, c2 constants, then define two surface curves called coordinate curves, which intersect at the surface

coordinates (c1, c2). The family of curves defined by equations (1.5.15) with equally spaced constant values

ci, ci + ∆ci, ci + 2∆ci, . . . define a surface coordinate grid system. The vectors ∂~r
∂u and ∂~r

∂v evaluated at the

surface coordinates (c1, c2) on the surface, are tangent vectors to the coordinate curves through the point

and are basis vectors for any vector lying in the surface. Letting (x, y, z) = (y1, y2, y3) and (u, v) = (u1, u2)

and utilizing the summation convention, we can write the position vector in the form

~r = ~r(u1, u2) = yi(u1, u2) êi. (1.5.16)

The tangent vectors to the coordinate curves at a point P can then be represented as the basis vectors

~Eα =
∂~r

∂uα
=

∂yi

∂uα
êi, α = 1, 2 (1.5.17)

where the partial derivatives are to be evaluated at the point P where the coordinate curves on the surface

intersect. From these basis vectors we construct a unit normal vector to the surface at the point P by

calculating the cross product of the tangent vector ~ru = ∂~r
∂u and ~rv = ∂~r

∂v . A unit normal is then

n̂ = n̂(u, v) =
~E1 × ~E2

| ~E1 × ~E2|
=

~ru × ~rv

|~ru × ~rv| (1.5.18)
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and is such that the vectors ~E1, ~E2 and n̂ form a right-handed system of coordinates.

If we transform from one set of curvilinear coordinates (u, v) to another set (ū, v̄), which are determined

by a set of transformation laws

u = u(ū, v̄), v = v(ū, v̄),

the equation of the surface becomes

~r = ~r(ū, v̄) = x(u(ū, v̄), v(ū, v̄)) ê1 + y(u(ū, v̄), v(ū, v̄)) ê2 + z(u(ū, v̄), v(ū, v̄)) ê3

and the tangent vectors to the new coordinate curves are

∂~r

∂ū
=

∂~r

∂u

∂u

∂ū
+

∂~r

∂v

∂v

∂ū
and

∂~r

∂v̄
=

∂~r

∂u

∂u

∂v̄
+

∂~r

∂v

∂v

∂v̄
.

Using the indicial notation this result can be represented as

∂yi

∂ūα
=

∂yi

∂uβ

∂uβ

∂ūα
.

This is the transformation law connecting the two systems of basis vectors on the surface.

A curve on the surface is defined by a relation f(u, v) = 0 between the curvilinear coordinates. Another

way to represent a curve on the surface is to represent it in a parametric form where u = u(t) and v = v(t),

where t is a parameter. The vector
d~r

dt
=

∂~r

∂u

du

dt
+

∂~r

∂v

dv

dt

is tangent to the curve on the surface.

An element of arc length with respect to the surface coordinates is represented by

ds2 = d~r · d~r =
∂~r

∂uα
· ∂~r

∂uβ
duα duβ = aαβduαduβ (1.5.19)

where aαβ = ∂~r
∂uα · ∂~r

∂uβ with α, β = 1, 2 defines a surface metric. This element of arc length on the surface is

often written as the quadratic form

A = ds2 = E(du)2 + 2Fdu dv + G(dv)2 =
1
E

(E du + F dv)2 +
EG− F 2

E
dv2 (1.5.20)

and called the first fundamental form of the surface. Observe that for ds2 to be positive definite the quantities

E and EG− F 2 must be positive.

The surface metric associated with the two dimensional surface is defined by

aαβ = ~Eα · ~Eβ =
∂~r

∂uα
· ∂~r

∂uβ
=

∂yi

∂uα

∂yi

∂uβ
, α, β = 1, 2 (1.5.21)

with conjugate metric tensor aαβ defined such that aαβaβγ = δα
γ . Here the surface is embedded in a three

dimensional space with metric gij and aαβ is the two dimensional surface metric. In the equation (1.5.20)

the quantities E, F, G are functions of the surface coordinates u, v and are determined from the relations

E =a11 =
∂~r

∂u
· ∂~r

∂u
=

∂yi

∂u1

∂yi

∂u1

F =a12 =
∂~r

∂u
· ∂~r

∂v
=

∂yi

∂u1

∂yi

∂u2

G =a22 =
∂~r

∂v
· ∂~r

∂v
=

∂yi

∂u2

∂yi

∂u2

(1.5.22)
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Here and throughout the remainder of this section, we adopt the convention that Greek letters have the

range 1,2, while Latin letters have the range 1,2,3.

Construct at a general point P on the surface the unit normal vector n̂ at this point. Also construct a

plane which contains this unit surface normal vector n̂. Observe that there are an infinite number of planes

which contain this unit surface normal. For now, select one of these planes, then later on we will consider

all such planes. Let ~r = ~r(s) denote the position vector defining a curve C which is the intersection of the

selected plane with the surface, where s is the arc length along the curve, which is measured from some fixed

point on the curve. Let us find the curvature of this curve of intersection. The vector T̂ = d~r
ds , evaluated

at the point P, is a unit tangent vector to the curve C and lies in the tangent plane to the surface at the

point P. Here we are using ordinary differentiation rather than intrinsic differentiation because we are in

a Cartesian system of coordinates. Differentiating the relation T̂ · T̂ = 1, with respect to arc length s we

find that T̂ · dT̂
ds = 0 which implies that the vector dT̂

ds is perpendicular to the tangent vector T̂ . Since the

coordinate system is Cartesian we can treat the curve of intersection C as a space curve, then the vector
~K = dT̂

ds , evaluated at point P, is defined as the curvature vector with curvature | ~K| = κ and radius of

curvature R = 1/κ. A unit normal N̂ to the space curve is taken in the same direction as dT̂
ds so that the

curvature will always be positive. We can then write ~K = κN̂ =
dT̂

ds
. Consider the geometry of figure 1.5-1

and define on the surface a unit vector û = n̂× T̂ which is perpendicular to both the surface tangent vector

T̂ and the surface normal vector n̂, such that the vectors T i,ui and ni forms a right-handed system.

Figure 1.5-1 Surface curve with tangent plane and a normal plane.
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The direction of û in relation to T̂ is in the same sense as the surface tangents ~E1 and ~E2. Note that

the vector dT̂
ds is perpendicular to the tangent vector T̂ and lies in the plane which contains the vectors n̂

and û. We can therefore write the curvature vector ~K in the component form

~K =
dT̂

ds
= κ(n) n̂ + κ(g) û = ~Kn + ~Kg (1.5.23)

where κ(n) is called the normal curvature and κ(g) is called the geodesic curvature. The subscripts are not

indices. These curvatures can be calculated as follows. From the orthogonality condition n̂ · T̂ = 0 we obtain

by differentiation with respect to arc length s the result n̂ · dT̂

ds
+ T̂ · dn̂

ds
= 0. Consequently, the normal

curvature is determined from the dot product relation

n̂ · ~K = κ(n) = −T̂ · dn̂

ds
= −d~r

ds
· dn̂

ds
. (1.5.24)

By taking the dot product of û with equation (1.5.23) we find that the geodesic curvature is determined

from the triple scalar product relation

κ(g) = û · dT̂

ds
= (n̂× T̂ ) · dT̂

ds
. (1.5.25)

Normal Curvature

The equation (1.5.24) can be expressed in terms of a quadratic form by writing

κ(n) ds2 = −d~r · dn̂. (1.5.26)

The unit normal to the surface n̂ and position vector ~r are functions of the surface coordinates u, v with

d~r =
∂~r

∂u
du +

∂~r

∂v
dv and dn̂ =

∂n̂

∂u
du +

∂n̂

∂v
dv. (1.5.27)

We define the quadratic form

B = −d~r · dn̂ = −
(

∂~r

∂u
du +

∂~r

∂v
dv

)
·
(

∂n̂

∂u
du +

∂n̂

∂v
dv

)
B = e(du)2 + 2fdu dv + g(dv)2 = bαβ duαduβ

(1.5.28)

where

e = − ∂~r

∂u
· ∂n̂

∂u
, 2f = −

(
∂~r

∂u
· ∂n̂

∂v
+

∂n̂

∂u
· ∂~r

∂v

)
, g = −∂~r

∂v
· ∂n̂

∂v
(1.5.29)

and bαβ α, β = 1, 2 is called the curvature tensor and aαγbαβ = bγ
β is an associated curvature tensor.

The quadratic form of equation (1.5.28) is called the second fundamental form of the surface. Alternative

methods for calculating the coefficients of this quadratic form result from the following considerations. The

unit surface normal is perpendicular to the tangent vectors to the coordinate curves at the point P and

therefore we have the orthogonality relationships

∂~r

∂u
· n̂ = 0 and

∂~r

∂v
· n̂ = 0. (1.5.30)



135

Observe that by differentiating the relations in equation (1.5.30), with respect to both u and v, one can

derive the results

e =
∂2~r

∂u2
· n̂ = − ∂~r

∂u
· ∂n̂

∂u
= b11

f =
∂2~r

∂u∂v
· n̂ = − ∂~r

∂u
· ∂n̂

∂v
= −∂n̂

∂u
· ∂~r

∂v
= b21 = b12

g =
∂2~r

∂v2
· n̂ = −∂~r

∂v
· ∂n̂

∂v
= b22

(1.5.31)

and consequently the curvature tensor can be expressed as

bαβ = − ∂~r

∂uα
· ∂n̂

∂uβ
. (1.5.32)

The quadratic forms from equations (1.5.20) and (1.5.28) enable us to represent the normal curvature

in the form of a ratio of quadratic forms. We find from equation (1.5.26) that the normal curvature in the

direction du
dv is

κ(n) =
B

A
=

e(du)2 + 2f du dv + g(dv)2

E(du)2 + 2F du dv + G(dv)2
. (1.5.33)

If we write the unit tangent vector to the curve in the form T̂ = d~r
ds = ∂~r

∂uα
duα

ds and express the derivative

of the unit surface normal with respect to arc length as dn̂
ds = ∂n̂

∂uβ
duβ

ds , then the normal curvature can be

expressed in the form

κ(n) = −T̂ · dn̂

ds
= −

(
∂~r

∂uα
· ∂n̂

∂uβ

)
duα

ds

duβ

ds

=
bαβduαduβ

ds2
=

bαβduαduβ

aαβduαduβ
.

(1.5.34)

Observe that the curvature tensor is a second order symmetric tensor.

In the previous discussions, the plane containing the unit normal vector was arbitrary. Let us now

consider all such planes that pass through this unit surface normal. As we vary the plane containing the unit

surface normal n̂ at P we get different curves of intersection with the surface. Each curve has a curvature

associated with it. By examining all such planes we can find the maximum and minimum normal curvatures

associated with the surface. We write equation (1.5.33) in the form

κ(n) =
e + 2fλ + gλ2

E + 2Fλ + Gλ2
(1.5.35)

where λ = dv
du . From the theory of proportions we can also write this equation in the form

κ(n) =
(e + fλ) + λ(f + gλ)

(E + Fλ) + λ(F + Gλ)
=

f + gλ

F + Gλ
=

e + fλ

E + Fλ
. (1.5.36)

Consequently, the curvature κ will satisfy the differential equations

(e− κE)du + (f − κF )dv = 0 and (f − κF )du + (g − κG)dv = 0. (1.5.37)

The maximum and minimum curvatures occur in those directions λ where dκ(n)

dλ = 0. Calculating the deriva-

tive of κ(n) with respect to λ and setting the derivative to zero we obtain a quadratic equation in λ

(Fg −Gf)λ2 + (Eg −Ge)λ + (Ef − Fe) = 0, (Fg −Gf) 6= 0.
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This equation has two roots λ1 and λ2 which satisfy

λ1 + λ2 = −Eg −Ge

Fg −Gf
and λ1λ2 =

Ef − Fe

Fg −Gf
, (1.5.38)

where Fg −Gf 6= 0. The curvatures κ(1),κ(2) corresponding to the roots λ1 and λ2 are called the principal

curvatures at the point P. Several quantities of interest that are related to κ(1) and κ(2) are: (1) the principal

radii of curvature Ri = 1/κi,i = 1, 2; (2) H = 1
2 (κ(1) + κ(2)) called the mean curvature and K = κ(1)κ(2)

called the total curvature or Gaussian curvature of the surface. Observe that the roots λ1 and λ2 determine

two directions on the surface

d~r1

du
=

∂~r

∂u
+

∂~r

∂v
λ1 and

d~r2

du
=

∂~r

∂u
+

∂~r

∂v
λ2.

If these directions are orthogonal we will have

d~r1

du
· d~r2

du
= (

∂~r

∂u
+

∂~r

∂v
λ1)(

∂~r

∂u
+

∂~r

∂v
λ2) = 0.

This requires that

Gλ1λ2 + F (λ1 + λ2) + E = 0. (1.5.39)

It is left as an exercise to verify that this is indeed the case and so the directions determined by the principal

curvatures must be orthogonal. In the case where Fg −Gf = 0 we have that F = 0 and f = 0 because the

coordinate curves are orthogonal and G must be positive. In this special case there are still two directions

determined by the differential equations (1.5.37) with dv = 0, du arbitrary, and du = 0, dv arbitrary. From

the differential equations (1.5.37) we find these directions correspond to

κ(1) =
e

E
and κ(2) =

g

G
.

We let λα = duα

ds denote a unit vector on the surface satisfying aαβλαλβ = 1. Then the equation (1.5.34)

can be written as κ(n) = bαβλαλβ or we can write (bαβ − κ(n) aαβ)λαλβ = 0. The maximum and minimum

normal curvature occurs in those directions λα where

(bαβ − κ(n) aαβ)λα = 0

and so κ(n) must be a root of the determinant equation |bαβ − κ(n) aαβ | = 0 or

|aαγbαβ − κ(n)δ
γ
β | =

∣∣∣∣ b1
1 − κ(n) b1

2

b2
1 b2

2 − κ(n)

∣∣∣∣ = κ2
(n) − bαβaαβκ(n) +

b

a
= 0. (1.5.40)

This is a quadratic equation in κ(n) of the form κ2
(n) − (κ(1) + κ(2))κ(n) + κ(1)κ(2) = 0. In other words the

principal curvatures κ(1) and κ(2) are the eigenvalues of the matrix with elements bγ
β = aαγbαβ. Observe that

from the determinant equation in κ(n) we can directly find the total curvature or Gaussian curvature which

is an invariant given by K = κ(1)κ(2) = |bα
β | = |aαγbγβ| = b/a. The mean curvature is also an invariant

obtained from H = 1
2 (κ(1) + κ(2)) = 1

2aαβbαβ , where a = a11a22 − a12a21 and b = b11b22 − b12b21 are the

determinants formed from the surface metric tensor and curvature tensor components.
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The equations of Gauss, Weingarten and Codazzi

At each point on a space curve we can construct a unit tangent ~T , a unit normal ~N and unit binormal
~B. The derivatives of these vectors, with respect to arc length, can also be represented as linear combinations

of the base vectors ~T , ~N, ~B. See for example the Frenet-Serret formulas from equations (1.5.13). In a similar

fashion the surface vectors ~ru, ~rv, n̂ form a basis and the derivatives of these basis vectors with respect to

the surface coordinates u, v can also be expressed as linear combinations of the basis vectors ~ru, ~rv, n̂. For

example, the derivatives ~ruu, ~ruv, ~rvv can be expressed as linear combinations of ~ru, ~rv, n̂. We can write

~ruu = c1~ru + c2~rv + c3n̂

~ruv = c4~ru + c5~rv + c6n̂

~rvv = c7~ru + c8~rv + c9n̂

(1.5.41)

where c1, . . . , c9 are constants to be determined. It is an easy exercise (see exercise 1.5, problem 8) to show

that these equations can be written in the indicial notation as

∂2~r

∂uα∂uβ
=
{

γ

α β

}
∂~r

∂uγ
+ bαβn̂. (1.5.42)

These equations are known as the Gauss equations.

In a similar fashion the derivatives of the normal vector can be represented as linear combinations of

the surface basis vectors. If we write

∂n̂

∂u
= c1~ru + c2~rv

∂n̂

∂v
= c3~ru + c4~rv

or

∂~r

∂u
= c∗1

∂n̂

∂u
+ c∗2

∂n̂

∂v
∂~r

∂v
= c∗3

∂n̂

∂u
+ c∗4

∂n̂

∂v

(1.5.43)

where c1, . . . , c4 and c∗1, . . . , c
∗
4 are constants. These equations are known as the Weingarten equations. It

is easily demonstrated (see exercise 1.5, problem 9) that the Weingarten equations can be written in the

indicial form
∂n̂

∂uα
= −bβ

α

∂~r

∂uβ
(1.5.44)

where bβ
α = aβγbγα is the mixed second order form of the curvature tensor.

The equations of Gauss produce a system of partial differential equations defining the surface coordinates

xi as a function of the curvilinear coordinates u and v. The equations are not independent as certain

compatibility conditions must be satisfied. In particular, it is required that the mixed partial derivatives

must satisfy
∂3~r

∂uα∂uβ∂uδ
=

∂3~r

∂uα∂uδ∂uβ
.

We calculate

∂3~r

∂uα∂uβ∂uδ
=
{

γ

α β

}
∂2~r

∂uγ∂uδ
+

∂

{
γ

α β

}
∂uδ

∂~r

∂uγ
+ bαβ

∂n̂

∂uδ
+

∂bαβ

∂uδ
n̂

and use the equations of Gauss and Weingarten to express this derivative in the form

∂3~r

∂uα∂uβ∂uδ
=

∂

{
ω

α β

}
∂uδ

+
{

γ

α β

}{
ω

γ δ

}
− bαβbω

δ

 ∂~r

∂uω
+
[{

γ

α β

}
bγδ +

∂bαβ

∂uδ

]
n̂.
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Forming the difference
∂3~r

∂uα∂uβ∂uδ
− ∂3~r

∂uα∂uδ∂uβ
= 0

we find that the coefficients of the independent vectors n̂ and ∂~r
∂uω must be zero. Setting the coefficient of n̂

equal to zero produces the Codazzi equations{
γ

α β

}
bγδ −

{
γ

α δ

}
bγβ +

∂bαβ

∂uδ
− ∂bαδ

∂uβ
= 0. (1.5.45)

These equations are sometimes referred to as the Mainardi-Codazzi equations. Equating to zero the coefficient

of ∂~r
∂uω we find that Rδ

αγβ = bαβbδ
γ − bαγbδ

β or changing indices we have the covariant form

aωδR
δ
αβγ = Rωαβγ = bωβbαγ − bωγbαβ , (1.5.46)

where

Rδ
αγβ =

∂

∂uγ

{
δ

α β

}
− ∂

∂uβ

{
δ

α γ

}
+
{

ω

α β

}{
δ

ω γ

}
−
{

ω

α γ

}{
δ

ω β

}
(1.5.47)

is the mixed Riemann curvature tensor.

EXAMPLE 1.5-1

Show that the Gaussian or total curvature K = κ(1)κ(2) depends only upon the metric aαβ and is

K =
R1212

a
where a = det(aαβ).

Solution:

Utilizing the two-dimensional alternating tensor eαβ and the property of determinants we can write

eγδK = eαβbγ
αbδ

β where from page 137, K = |bγ
β | = |aαγbαβ |. Now multiply by eγζ and then contract on

ζ and δ to obtain
eγδe

γδK = eγδe
αβbγ

αbδ
β = 2K

2K = eγδe
αβ (aγµbαu)

(
aδνbβν

)
But eγδa

γµaδν = aeµν so that 2K = eαβ a eµνbαµbβν. Using
√

aeµν = εµν we have 2K = εµνεαβbαµbβν .

Interchanging indices we can write

2K = εβγεωαbωβbαγ and 2K = εγβεωαbωγbαβ .

Adding these last two results we find that 4K = εβγεωγ(bωβbαγ − bωγbαβ) = εβγεωγRωαβγ . Now multiply

both sides by εστ ελν to obtain 4Kεστ ελν = δβγ
στ δωα

λν Rωαβγ . From exercise 1.5, problem 16, the Riemann

curvature tensor Rijkl is skew symmetric in the (i, j), (k, l) as well as being symmetric in the (ij), (kl) pair

of indices. Consequently, δβγ
στ δωα

λν Rωαβγ = 4Rλνστ and hence Rλνστ = Kεστ ελν and we have the special case

where K
√

ae12

√
ae12 = R1212 or K =

R1212

a
. A much simpler way to obtain this result is to observe K =

b

a
(bottom of page 137) and note from equation (1.5.46) that R1212 = b11b22 − b12b21 = b.

Note that on a surface ds2 = aαβduαduβ where aαβ are the metrices for the surface. This metric is a

tensor and satisfies āγδ = aαβ
∂uα

∂ūγ

∂uβ

∂ūδ
and by taking determinants we find

ā =
∣∣∣āγδ

∣∣∣∣∣∣∂uα

∂ūγ

∣∣∣∣∣∣∂uβ

∂ūδ

∣∣∣ = aJ2
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where J is the Jacobian of the surface coordinate transformation. Here the curvature tensor for the surface

Rαβγδ has only one independent component since R1212 = R2121 = −R1221 = −R2112 (See exercises 20,21).

From the transformation law

R̄εηλµ = Rαβγδ
∂uα

∂ūε

∂uβ

∂ūη

∂uγ

∂ūλ

∂uδ

∂ūµ

one can sum over the repeated indices and show that R̄1212 = R1212J
2 and consequently

R̄1212

ā
=

R1212

a
= K

which shows that the Gaussian curvature is a scalar invariant in V2.

Geodesic Curvature

For C an arbitrary curve on a given surface the curvature vector ~K, associated with this curve, is

the vector sum of the normal curvature κ(n) n̂ and geodesic curvature κ(g) û and lies in a plane which

is perpendicular to the tangent vector to the given curve on the surface. The geodesic curvature κ(g) is

obtained from the equation (1.5.25) and can be represented

κ(g) = û · ~K = û · d~T

ds
= (n̂× ~T ) · d~T

ds
=

(
~T × d~T

ds

)
· n̂.

Substituting into this expression the vectors

~T =
d~r

ds
= ~ru

du

ds
+ ~rv

dv

ds

d~T

ds
= ~K = ~ruu(u ′)2 + 2~ruvu

′v ′ + ~rvv(v ′)2 + ~ruu ′′ + ~rvv ′′,

where ′ = d
ds , and by utilizing the results from problem 10 of the exercises following this section, we find

that the geodesic curvature can be represented as

κ(g) =
[{

2
1 1

}
(u ′)3 +

(
2
{

2
1 2

}
−
{

1
1 1

})
(u ′)2v ′+({

2
2 2

}
− 2

{
1
1 2

})
u ′(v ′)2 −

{
1

2 2

}
(v ′)3 + (u ′v ′′ − u ′′v ′)

] √
EG− F 2.

(1.5.48)

This equation indicates that the geodesic curvature is only a function of the surface metrices E, F, G and

the derivatives u ′, v ′, u ′′, v ′′. When the geodesic curvature is zero the curve is called a geodesic curve. Such

curves are often times, but not always, the lines of shortest distance between two points on a surface. For

example, the great circle on a sphere which passes through two given points on the sphere is a geodesic curve.

If you erase that part of the circle which represents the shortest distance between two points on the circle

you are left with a geodesic curve connecting the two points, however, the path is not the shortest distance

between the two points.

For plane curves we let u = x and v = y so that the geodesic curvature reduces to

kg = u ′v ′′ − u ′′v ′ =
dφ

ds
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where φ is the angle between the tangent ~T to the curve and the unit vector ê1.

Geodesics are curves on the surface where the geodesic curvature is zero. Since kg = 0 along a geodesic

surface curve, then at every point on this surface curve the normal ~N to the curve will be in the same

direction as the normal n̂ to the surface. In this case, we have ~ru · n̂ = 0 and ~rv · n̂ = 0 which reduces to

d~T

ds
· ~ru = 0 and

d~T

ds
· ~rv = 0, (1.5.49)

since the vectors n̂ and d~T
ds have the same direction. In particular, we may write

~T =
d~r

ds
=

∂~r

∂u

du

ds
+

∂~r

∂v

dv

ds
= ~ru u′ + ~rv v ′

d~T

ds
= ~ruu (u ′)2 + 2~ruv u ′v ′ + ~rvv (v ′)2 + ~ru u ′′ + ~rv v ′′

Consequently, the equations (1.5.49) become

d~T

ds
· ~ru = (~ruu · ~ru) (u ′)2 + 2(~ruv · ~ru)u ′v ′ + (~rvv · ~ru) (v ′)2 + Eu ′′ + Fv ′′ = 0

d~T

ds
· ~rv = (~ruu · ~rv) (u ′)2 + 2(~ruv · ~rv)u ′v ′ + (~rvv · ~rv) (v ′)2 + Fu ′′ + Gv ′′ = 0.

. (1.5.50)

Utilizing the results from exercise 1.5,(See problems 4,5 and 6), we can eliminate v ′′ from the equations

(1.5.50) to obtain
d2u

ds2
+
{

1
1 1

}(
du

ds

)2

+ 2
{

1
1 2

}
du

ds

dv

ds
+
{

1
2 2

}(
dv

ds

)2

= 0

and eliminating u ′′ from the equations (1.5.50) produces the equation

d2v

ds2
+
{

2
1 1

}(
du

ds

)2

+ 2
{

2
1 2

}
du

ds

dv

ds
+
{

2
2 2

}(
dv

ds

)2

= 0.

In tensor form, these last two equations are written

d2uα

ds2
+
{

α

β γ

}
a

duβ

ds

duγ

ds
= 0, α, β, γ = 1, 2 (1.5.51)

where u = u1 and v = u2. The equations (1.5.51) are the differential equations defining a geodesic curve on

a surface. We will find that these same type of equations arise in considering the shortest distance between

two points in a generalized coordinate system. See for example problem 18 in exercise 2.2.
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Tensor Derivatives

Let uα = uα(t) denote the parametric equations of a curve on the surface defined by the parametric

equations xi = xi(u1, u2). We can then represent the surface curve in the spatial geometry since the surface

curve can be represented in the spatial coordinates through the representation xi = xi(u1(t), u2(t)) = xi(t).

Recall that for xi = xi(t) a given curve C , the intrinsic derivative of a vector field Ai along C is defined as

the inner product of the covariant derivative of the vector field with the tangent vector to the curve. This

intrinsic derivative is written

δAi

δt
= Ai

,j

dxj

dt
=

[
∂Ai

∂xj
+
{

i

j k

}
g

Ak

]
dxj

dt

or
δAi

δt
=

dAi

dt
+
{

i

j k

}
g

Ak dxj

dt

where the subscript g indicates that the Christoffel symbol is formed from the spatial metric gij . If Aα is a

surface vector defined along the curve C, the intrinsic derivative is represented

δAα

δt
= Aα

,β

duβ

dt
=
[
∂Aα

∂uβ
+
{

α

β γ

}
a

Aγ

]
duβ

dt

or
δAα

δt
=

dAα

dt
+
{

α

β γ

}
a

Aγ duβ

dt

where the subscript a denotes that the Christoffel is formed from the surface metric aαβ.

Similarly, the formulas for the intrinsic derivative of a covariant spatial vector Ai or covariant surface

vector Aα are given by
δAi

δt
=

dAi

dt
−
{

k

i j

}
g

Ak
dxj

dt

and
δAα

δt
=

dAα

dt
−
{

γ

α β

}
a

Aα
duβ

dt
.

Consider a mixed tensor T i
α which is contravariant with respect to a transformation of space coordinates

xi and covariant with respect to a transformation of surface coordinates uα. For T i
α defined over the surface

curve C, which can also be viewed as a space curve C, define the scalar invariant Ψ = Ψ(t) = T i
αAiB

α where

Ai is a parallel vector field along the curve C when it is viewed as a space curve and Bα is also a parallel

vector field along the curve C when it is viewed as a surface curve. Recall that these parallel vector fields

must satisfy the differential equations

δAi

δt
=

dAi

dt
−
{

k

i j

}
g

Ak
dxj

dt
= 0 and

δBα

δt
=

dBα

dt
+
{

α

β γ

}
a

Bγ duβ

dt
= 0. (1.5.52)

The scalar invariant Ψ is a function of the parameter t of the space curve since both the tensor and the

parallel vector fields are to be evaluated along the curve C. By differentiating the function Ψ with respect

to the parameter t there results

dΨ
dt

=
dT i

α

dt
AiB

α + T i
α

dAi

dt
Bα + T i

αAi
dBα

dt
. (1.5.53)
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But the vectors Ai and Bα are parallel vector fields and must satisfy the relations given by equations (1.5.52).

This implies that equation (1.5.53) can be written in the form

dΨ
dt

=

[
dT i

α

dt
+
{

i

k j

}
g

T k
α

dxj

dt
−
{

γ

β α

}
a

T i
γ

duβ

dt

]
AiB

α. (1.5.54)

The quantity inside the brackets of equation (1.5.54) is defined as the intrinsic tensor derivative with respect

to the parameter t along the curve C. This intrinsic tensor derivative is written

δT i
α

dt
=

dT i
α

dt
+
{

i

k j

}
g

T k
α

dxj

dt
−
{

γ

β α

}
a

T i
γ

duβ

dt
. (1.5.55)

The spatial representation of the curve C is related to the surface representation of the curve C through the

defining equations. Therefore, we can express the equation (1.5.55) in the form

δT i
α

dt
=

[
∂T i

α

∂uβ
+
{

i

k j

}
g

T k
α

∂xj

∂uβ
−
{

γ

β α

}
a

T i
γ

]
duβ

dt
(1.5.56)

The quantity inside the brackets is a mixed tensor which is defined as the tensor derivative of T i
α with

respect to the surface coordinates uβ . The tensor derivative of the mixed tensor T i
α with respect to the

surface coordinates uβ is written

T i
α,β =

∂T i
α

∂uβ
+
{

i

k j

}
g

T k
α

∂xj

∂uβ
−
{

γ

β α

}
a

T i
γ .

In general, given a mixed tensor T i...j
α...β which is contravariant with respect to transformations of the

space coordinates and covariant with respect to transformations of the surface coordinates, then we can

define the scalar field along the surface curve C as

Ψ(t) = T i...j
α...βAi · · ·AjB

α · · ·Bβ (1.5.57)

where Ai, . . . , Aj and Bα, . . . , Bβ are parallel vector fields along the curve C. The intrinsic tensor derivative

is then derived by differentiating the equation (1.5.57) with respect to the parameter t.

Tensor derivatives of the metric tensors gij , aαβ and the alternating tensors εijk, εαβ and their associated

tensors are all zero. Hence, they can be treated as constants during the tensor differentiation process.
Generalizations

In a Riemannian space Vn with metric gij and curvilinear coordinates xi, i = 1, 2, 3, the equations of a

surface can be written in the parametric form xi = xi(u1, u2) where uα, α = 1, 2 are called the curvilinear

coordinates of the surface. Since

dxi =
∂xi

∂uα
duα (1.5.58)

then a small change duα on the surface results in change dxi in the space coordinates. Hence an element of

arc length on the surface can be represented in terms of the curvilinear coordinates of the surface. This same

element of arc length can also be represented in terms of the curvilinear coordinates of the space. Thus, an

element of arc length squared in terms of the surface coordinates is represented

ds2 = aαβduαduβ (1.5.59)
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where aαβ is the metric of the surface. This same element when viewed as a spatial element is represented

ds2 = gijdxidxj . (1.5.60)

By equating the equations (1.5.59) and (1.5.60) we find that

gijdxidxj = gij
∂xi

∂uα

∂xj

∂uβ
duαduβ = aαβduαduβ . (1.5.61)

The equation (1.5.61) shows that the surface metric is related to the spatial metric and can be calculated

from the relation aαβ = gij
∂xi

∂uα

∂xj

∂uβ
. This equation reduces to the equation (1.5.21) in the special case of

Cartesian coordinates. In the surface coordinates we define the quadratic form A = aαβduαduβ as the first

fundamental form of the surface. The tangent vector to the coordinate curves defining the surface are given

by ∂xi

∂uα and can be viewed as either a covariant surface vector or a contravariant spatial vector. We define

this vector as

xi
α =

∂xi

∂uα
, i = 1, 2, 3, α = 1, 2. (1.5.62)

Any vector which is a linear combination of the tangent vectors to the coordinate curves is called a surface

vector. A surface vector Aα can also be viewed as a spatial vector Ai. The relation between the spatial

representation and surface representation is Ai = Aαxi
α. The surface representation Aα, α = 1, 2 and the

spatial representation Ai, i = 1, 2, 3 define the same direction and magnitude since

gijA
iAj = gijA

αxi
αAβxj

β = gijx
i
αxj

βAαAβ = aαβAαAβ .

Consider any two surface vectors Aα and Bα and their spatial representations Ai and Bi where

Ai = Aαxi
α and Bi = Bαxi

α. (1.5.63)

These vectors are tangent to the surface and so a unit normal vector to the surface can be defined from the

cross product relation

niAB sin θ = εijkAjBk (1.5.64)

where A, B are the magnitudes of Ai, Bi and θ is the angle between the vectors when their origins are made

to coincide. Substituting equations (1.5.63) into the equation (1.5.64) we find

niAB sin θ = εijkAαxj
αBβxk

β . (1.5.65)

In terms of the surface metric we have AB sin θ = εαβAαBβ so that equation (1.5.65) can be written in the

form

(niεαβ − εijkxj
αxk

β)AαBβ = 0 (1.5.66)

which for arbitrary surface vectors implies

niεαβ = εijkxj
αxk

β or ni =
1
2
εαβεijkxj

αxk
β . (1.5.67)

The equation (1.5.67) defines a unit normal vector to the surface in terms of the tangent vectors to the

coordinate curves. This unit normal vector is related to the covariant derivative of the surface tangents as
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is now demonstrated. By using the results from equation (1.5.50), the tensor derivative of equation (1.5.59),

with respect to the surface coordinates, produces

xi
α,β =

∂2xi

∂uα∂uβ
+
{

i

p q

}
g

xp
αxq

β −
{

σ

α β

}
a

xi
σ (1.5.68)

where the subscripts on the Christoffel symbols refer to the metric from which they are calculated. Also the

tensor derivative of the equation (1.5.57) produces the result

gijx
i
α,γxj

β + gijx
i
αxj

β,γ = aαβ,γ = 0. (1.5.69)

Interchanging the indices α, β, γ cyclically in the equation (1.5.69) one can verify that

gijx
i
α,βxj

γ = 0. (1.5.70)

The equation (1.5.70) indicates that in terms of the space coordinates, the vector xi
α,β is perpendicular to

the surface tangent vector xi
γ and so must have the same direction as the unit surface normal ni. Therefore,

there must exist a second order tensor bαβ such that

bαβni = xi
α,β . (1.5.71)

By using the relation gijn
inj = 1 we can transform equation (1.5.71) to the form

bαβ = gijn
jxi

α,β =
1
2
εγδεijkxi

α,βxj
γxk

δ . (1.5.72)

The second order symmetric tensor bαβ is called the curvature tensor and the quadratic form

B = bαβduαduβ (1.5.73)

is called the second fundamental form of the surface.

Consider also the tensor derivative with respect to the surface coordinates of the unit normal vector to

the surface. This derivative is

ni
, α =

∂ni

∂uα
+
{

i

j k

}
g

njxk
α. (1.5.74)

Taking the tensor derivative of gijn
inj = 1 with respect to the surface coordinates produces the result

gijn
inj

,α = 0 which shows that the vector nj
,α is perpendicular to ni and must lie in the tangent plane to the

surface. It can therefore be expressed as a linear combination of the surface tangent vectors xi
α and written

in the form

ni
,α = ηβ

αxi
β (1.5.75)

where the coefficients ηβ
α can be written in terms of the surface metric components aαβ and the curvature

components bαβ as follows. The unit vector ni is normal to the surface so that

gijn
ixj

α = 0. (1.5.76)
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The tensor derivative of this equation with respect to the surface coordinates gives

gijn
i
βxj

α + gijn
ixj

α,β = 0. (1.5.77)

Substitute into equation (1.5.77) the relations from equations (1.5.57), (1.5.71) and (1.5.75) and show that

bαβ = −aαγηγ
β . (1.5.78)

Solving the equation (1.5.78) for the coefficients ηγ
β we find

ηγ
β = −aαγbαβ. (1.5.79)

Now substituting equation (1.5.79) into the equation (1.5.75) produces the Weingarten formula

ni
,α = −aγβbγαxi

β . (1.5.80)

This is a relation for the derivative of the unit normal in terms of the surface metric, curvature tensor and

surface tangents.

A third fundamental form of the surface is given by the quadratic form

C = cαβduαduβ (1.5.81)

where cαβ is defined as the symmetric surface tensor

cαβ = gijn
i
,αnj

,β . (1.5.82)

By using the Weingarten formula in the equation (1.5.81) one can verify that

cαβ = aγδbαγbβδ. (1.5.83)

Geodesic Coordinates

In a Cartesian coordinate system the metric tensor gij is a constant and consequently the Christoffel

symbols are zero at all points of the space. This is because the Christoffel symbols are dependent upon

the derivatives of the metric tensor which is constant. If the space VN is not Cartesian then the Christoffel

symbols do not vanish at all points of the space. However, it is possible to find a coordinate system where

the Christoffel symbols will all vanish at a given point P of the space. Such coordinates are called geodesic

coordinates of the point P.

Consider a two dimensional surface with surface coordinates uα and surface metric aαβ . If we transform

to some other two dimensional coordinate system, say ūα with metric āαβ , where the two coordinates are

related by transformation equations of the form

uα = uα(ū 1, ū 2), α = 1, 2, (1.5.84)
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then from the transformation equation (1.4.7) we can write, after changing symbols,{
δ

β γ

}
ā

∂uα

∂ū δ
=
{

α

δ ε

}
a

∂uδ

∂ū β

∂uε

∂ū γ
+

∂2uα

∂ū β∂ū γ
. (1.5.85)

This is a relationship between the Christoffel symbols in the two coordinate systems. If
{

δ

β γ

}
ā

vanishes at

a point P , then for that particular point the equation (1.5.85) reduces to

∂2uα

∂ū β∂ū γ
= −

{
α

δ ε

}
a

∂uδ

∂ū β

∂uε

∂ū γ
(1.5.86)

where all terms are evaluated at the point P. Conversely, if the equation (1.5.86) is satisfied at the point P,

then the Christoffel symbol
{

δ

β γ

}
ā

must be zero at this point. Consider the special coordinate transforma-

tion

uα = uα
0 + ūα − 1

2

{
α

β γ

}
a

ū β ūα (1.5.87)

where uα
0 are the surface coordinates of the point P. The point P in the new coordinates is given by

ūα = 0. We now differentiate the relation (1.5.87) to see if it satisfies the equation (1.5.86). We calculate

the derivatives
∂uα

∂ū τ
= δα

τ −
1
2

{
α

β τ

}
a

ūβ − 1
2

{
α

τ γ

}
a

ūγ
∣∣∣
uα=0

(1.5.88)

and
∂2uα

∂ū τ∂ūσ
= −

{
α

τ σ

}
a

∣∣∣
uα=0

(1.5.89)

where these derivative are evaluated at ūα = 0. We find the derivative equations (1.5.88) and (1.5.89) do

satisfy the equation (1.5.86) locally at the point P. Hence, the Christoffel symbols will all be zero at this

particular point. The new coordinates can then be called geodesic coordinates.

Riemann Christoffel Tensor

Consider the Riemann Christoffel tensor defined by the equation (1.4.33). Various properties of this

tensor are derived in the exercises at the end of this section. We will be particularly interested in the

Riemann Christoffel tensor in a two dimensional space with metric aαβ and coordinates uα. We find the

Riemann Christoffel tensor has the form

Rδ
. αβγ =

∂

∂uβ

{
δ

α γ

}
− ∂

∂uγ

{
δ

α β

}
+
{

τ

α γ

}{
δ

β τ

}
−
{

τ

α β

}{
δ

γ τ

}
(1.5.90)

where the Christoffel symbols are evaluated with respect to the surface metric. The above tensor has the

associated tensor

Rσαβγ = aσδR
δ
. αβγ (1.5.91)

which is skew-symmetric in the indices (σ, α) and (β, γ) such that

Rσαβγ = −Rασβγ and Rσαβγ = −Rσαγβ . (1.5.92)

The two dimensional alternating tensor is used to define the constant

K =
1
4
εαβεγδRαβγδ (1.5.93)
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(see example 1.5-1) which is an invariant of the surface and called the Gaussian curvature or total curvature.

In the exercises following this section it is shown that the Riemann Christoffel tensor of the surface can be

expressed in terms of the total curvature and the alternating tensors as

Rαβγδ = Kεαβεγδ. (1.5.94)

Consider the second tensor derivative of xr
α which is given by

xr
α,βγ =

∂xr
α,β

∂uγ
+
{

r

m n

}
g

xr
α,βxn

γ −
{

δ

α γ

}
a

xr
δ,β −

{
δ

β γ

}
a

xr
α,γ (1.5.95)

which can be shown to satisfy the relation

xr
α,βγ − xr

α,γβ = Rδ
.αβγxr

δ. (1.5.96)

Using the relation (1.5.96) we can now derive some interesting properties relating to the tensors aαβ, bαβ ,

cαβ , Rαβγδ, the mean curvature H and the total curvature K.

Consider the tensor derivative of the equation (1.5.71) which can be written

xi
α,βγ = bαβ,γni + bαβni

,γ (1.5.97)

where

bαβ,γ =
∂bαβ

∂uα
−
{

σ

α γ

}
a

bσβ −
{

σ

β γ

}
a

bασ. (1.5.98)

By using the Weingarten formula, given in equation (1.5.80), the equation (1.5.97) can be expressed in the

form

xi
α,βγ = bαβ,γni − bαβaτσbτγxi

σ (1.5.99)

and by using the equations (1.5.98) and (1.5.99) it can be established that

xr
α,βγ − xr

α,γβ = (bαβ,γ − bαγ,β)nr − aτδ(bαβbτγ − bαγbτβ)xr
δ. (1.5.100)

Now by equating the results from the equations (1.5.96) and (1.5.100) we arrive at the relation

Rδ
.αβγxr

δ = (bαβ,γ − bαγ,β)nr − aτδ(bαβbτγ − bαγbτβ)xr
δ. (1.5.101)

Multiplying the equation (1.5.101) by nr and using the results from the equation (1.5.76) there results the

Codazzi equations

bαβ,γ − bαγ,β = 0. (1.5.102)

Multiplying the equation (1.5.101) by grmxm
σ and simplifying one can derive the Gauss equations of the

surface

Rσαβγ = bαγbσβ − bαβbσγ . (1.5.103)

By using the Gauss equations (1.5.103) the equation (1.5.94) can be written as

Kεσαεβγ = bαγbσβ − bαβbσγ . (1.5.104)
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Another form of equation (1.5.104) is obtained by using the equation (1.5.83) together with the relation

aαβ = −aσγεσαεβγ . It is left as an exercise to verify the resulting form

−Kaαβ = cαβ − aσγbσγbαβ . (1.5.106)

Define the quantity

H =
1
2
aσγbσγ (1.5.107)

as the mean curvature of the surface, then the equation (1.5.106) can be written in the form

cαβ − 2H bαβ + K aαβ = 0. (1.5.108)

By multiplying the equation (1.5.108) by duαduβ and summing, we find

C − 2H B + K A = 0 (1.5.109)

is a relation connecting the first, second and third fundamental forms.

EXAMPLE 1.5-2

In a two dimensional space the Riemann Christoffel tensor has only one nonzero independent component

R1212. ( See Exercise 1.5, problem number 21.) Consequently, the equation (1.5.104) can be written in the

form K
√

ae12

√
ae12 = b22b11 − b21b12 and solving for the Gaussian curvature K we find

K =
b22b11 − b12b21

a11a22 − a12a21
=

b

a
=

R1212

a
. (1.5.110)

Surface Curvature

For a surface curve uα = uα(s),α = 1, 2 lying upon a surface xi = xi(u1, u2),i = 1, 2, 3, we have a two

dimensional space embedded in a three dimensional space. Thus, if tα =
duα

ds
is a unit tangent vector to

the surface curve then aαβ
duα

ds

duβ

ds
= aαβtαtβ = 1. This same vector can be represented as the unit tangent

vector to the space curve xi = xi(u1(s), u2(s)) with T i =
dxi

ds
. That is we will have gij

dxi

ds

dxj

ds
= gijT

iT j = 1.

The surface vector tα and the space vector T i are related by

T i =
∂xi

∂uα

duα

ds
= xi

αtα. (1.5.111)

The surface vector tα is a unit vector so that aαβtαtβ = 1. If we differentiate this equation intrinsically with

respect to the parameter s, we find that aαβtα δtβ

δs = 0. This shows that the surface vector δtα

δs is perpendicular

to the surface vector tα. Let uα denote a unit normal vector in the surface plane which is orthogonal to the

tangent vector tα. The direction of uα is selected such that εαβtαuβ = 1. Therefore, there exists a scalar κ(g)

such that
δtα

δs
= κ(g)u

α (1.5.112)
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where κ(g) is called the geodesic curvature of the curve. In a similar manner it can be shown that δuα

δs

is a surface vector orthogonal to tα. Let δuα

δs = αtα where α is a scalar constant to be determined. By

differentiating the relation aαβtαuβ = 0 intrinsically and simplifying we find that α = −κ(g) and therefore

δuα

δs
= −κ(g)t

α. (1.5.113)

The equations (1.5.112) and (1.5.113) are sometimes referred to as the Frenet-Serret formula for a curve

relative to a surface.

Taking the intrinsic derivative of equation (1.5.111), with respect to the parameter s, we find that

δT i

δs
= xi

α

δtα

δs
+ xi

α,β

duβ

ds
tα. (1.5.114)

Treating the curve as a space curve we use the Frenet formulas (1.5.13). If we treat the curve as a surface

curve, then we use the Frenet formulas (1.5.112) and (1.5.113). In this way the equation (1.5.114) can be

written in the form

κN i = xi
ακ(g)u

α + xi
α,βtβtα. (1.5.115)

By using the results from equation (1.5.71) in equation (1.5.115) we obtain

κN i = κ(g)u
i + bαβnitαtβ (1.5.116)

where ui is the space vector counterpart of the surface vector uα. Let θ denote the angle between the surface

normal ni and the principal normal N i, then we have that cos θ = niN
i. Hence, by multiplying the equation

(1.5.116) by ni we obtain

κ cos θ = bαβtαtβ . (1.5.117)

Consequently, for all curves on the surface with the same tangent vector tα, the quantity κ cos θ will remain

constant. This result is known as Meusnier’s theorem. Note also that κ cos θ = κ(n) is the normal component

of the curvature and κ sin θ = κ(g) is the geodesic component of the curvature. Therefore, we write the

equation (1.5.117) as

κ(n) = bαβtαtβ (1.5.118)

which represents the normal curvature of the surface in the direction tα. The equation (1.5.118) can also be

written in the form

κ(n) = bαβ
duα

ds

duβ

ds
=

B

A
(1.5.119)

which is a ratio of quadratic forms.

The surface directions for which κ(n) has a maximum or minimum value is determined from the equation

(1.5.119) which is written as

(bαβ − κ(n)aαβ)λαλβ = 0. (1.5.120)

The direction giving a maximum or minimum value to κ(n) must then satisfy

(bαβ − κ(n)aαβ)λβ = 0 (1.5.121)
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so that κ(n) must be a root of the determinant equation

det(bαβ − κ(n)aαβ) = 0. (1.5.122)

The expanded form of equation (1.5.122) can be written as

κ2
(n) − aαβbαβκ(n) +

b

a
= 0 (1.5.123)

where a = a11a22− a12a21 and b = b11b22− b12b21. Using the definition given in equation (1.5.107) and using

the result from equation (1.5.110), the equation (1.5.123) can be expressed in the form

κ2
(n) − 2H κ(n) + K = 0. (1.5.124)

The roots κ(1) and κ(2) of the equation (1.5.124) then satisfy the relations

H =
1
2
(κ(1) + κ(2)) (1.5.125)

and

K = κ(1)κ(2). (1.5.126)

Here H is the mean value of the principal curvatures and K is the Gaussian or total curvature which is the

product of the principal curvatures. It is readily verified that

H =
Eg − 2fF + eG

2(EG− F 2)
and K =

eg − f2

EG− F 2

are invariants obtained from the surface metric and curvature tensor.

Relativity

Sir Isaac Newton and Albert Einstein viewed the world differently when it came to describing gravity and

the motion of the planets. In this brief introduction to relativity we will compare the Newtonian equations

with the relativistic equations in describing planetary motion. We begin with an examination of Newtonian

systems.

Newton’s viewpoint of planetary motion is a multiple bodied problem, but for simplicity we consider

only a two body problem, say the sun and some planet where the motion takes place in a plane. Newton’s

law of gravitation states that two masses m and M are attracted toward each other with a force of magnitude
GmM

ρ2 , where G is a constant, ρ is the distance between the masses, m is the mass of the planet and M is the

mass of the sun. One can construct an x, y plane containing the two masses with the origin located at the

center of mass of the sun. Let êρ = cosφ ê1 + sin φ ê2 denote a unit vector at the origin of this coordinate

system and pointing in the direction of the mass m. The vector force of attraction of mass M on mass m is

given by the relation
~F =

−GmM

ρ2
êρ. (1.5.127)



151

Figure 1.5-2. Parabolic and elliptic conic sections

The equation of motion of mass m with respect to mass M is obtained from Newton’s second law. Let

~ρ = ρ êρ denote the position vector of mass m with respect to the origin. Newton’s second law can then be

written in any of the forms

~F =
−GmM

ρ2
êρ = m

d2~ρ

dt2
= m

d~V

dt
=
−GmM

ρ3
~ρ (1.5.128)

and from this equation we can show that the motion of the mass m can be described as a conic section.

Recall that a conic section is defined as a locus of points p(x, y) such that the distance of p from a fixed

point (or points), called a focus (foci), is proportional to the distance of the point p from a fixed line, called

a directrix, that does not contain the fixed point. The constant of proportionality is called the eccentricity

and is denoted by the symbol ε. For ε = 1 a parabola results; for 0 ≤ ε ≤ 1 an ellipse results; for ε > 1 a

hyperbola results; and if ε = 0 the conic section is a circle.

With reference to figure 1.5-2, a conic section is defined in terms of the ratio FP

PD
= ε where FP = ρ and

PD = 2q− ρ cosφ. From the ε ratio we solve for ρ and obtain the polar representation for the conic section

ρ =
p

1 + ε cosφ
(1.5.129)
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where p = 2qε and the angle φ is known as the true anomaly associated with the orbit. The quantity p is

called the semi-parameter of the conic section. (Note that when φ = π
2 , then ρ = p.) A more general form

of the above equation is

ρ =
p

1 + ε cos(φ− φ0)
or u =

1
ρ

= A[1 + ε cos(φ− φ0)], (1.5.130)

where φ0 is an arbitrary starting anomaly. An additional symbol a, known as the semi-major axes of an

elliptical orbit can be introduced where q, p, ε, a are related by

p

1 + ε
= q = a(1− ε) or p = a(1− ε2). (1.5.131)

To show that the equation (1.5.128) produces a conic section for the motion of mass m with respect to

mass M we will show that one form of the solution of equation (1.5.128) is given by the equation (1.5.129).

To verify this we use the following vector identities:

~ρ× êρ =0

d

dt

(
~ρ× d~ρ

dt

)
=~ρ× d2~ρ

dt2

êρ · d êρ

dt
=0

êρ ×
(

êρ × d êρ

dt

)
=− d êρ

dt
.

(1.5.132)

From the equation (1.5.128) we find that

d

dt

(
~ρ× d~ρ

dt

)
= ~ρ× d2~ρ

dt2
= −GM

ρ2
~ρ× êρ = ~0 (1.5.133)

so that an integration of equation (1.5.133) produces

~ρ× d~ρ

dt
= ~h = constant. (1.5.134)

The quantity ~H = ~ρ × m~V = ~ρ × md~ρ
dt is the angular momentum of the mass m so that the quantity ~h

represents the angular momentum per unit mass. The equation (1.5.134) tells us that ~h is a constant for our

two body system. Note that because ~h is constant we have

d

dt

(
~V × ~h

)
=

d~V

dt
× ~h =− GM

ρ2
êρ ×

(
~ρ× d~ρ

dt

)
=− GM

ρ2
êρ × [~ρ êρ × (ρ

d êρ

dt
+

dρ

dt
êρ)]

=− GM

ρ2
êρ × ( êρ × d êρ

dt
)ρ2 = GM

d êρ

dt

and consequently an integration produces

~V × ~h = GM êρ + ~C
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where ~C is a vector constant of integration. The triple scalar product formula gives us

~ρ · (~V × ~h) = ~h · (~ρ× d~ρ

dt
) = h2 = GM~ρ · êρ + ~ρ · ~C

or

h2 = GMρ + Cρ cosφ (1.5.135)

where φ is the angle between the vectors ~C and ~ρ. From the equation (1.5.135) we find that

ρ =
p

1 + ε cosφ
(1.5.136)

where p = h2/GM and ε = C/GM. This result is known as Kepler’s first law and implies that when ε < 1

the mass m describes an elliptical orbit with the sun at one focus.

We present now an alternate derivation of equation (1.5.130) for later use. From the equation (1.5.128)

we have

2
d~ρ

dt
· d2~ρ

dt2
=

d

dt

(
d~ρ

dt
· d~ρ

dt

)
= −2

GM

ρ3
~ρ · d~ρ

dt
= −GM

ρ3

d

dt
(~ρ · ~ρ) . (1.5.137)

Consider the equation (1.5.137) in spherical coordinates ρ, θ, φ. The tensor velocity components are V 1 = dρ
dt ,

V 2 = dθ
dt , V 3 = dφ

dt and the physical components of velocity are given by Vρ = dρ
dt , Vθ = ρdθ

dt , Vφ = ρ sin θ dφ
dt

so that the velocity can be written

~V =
d~ρ

dt
=

dρ

dt
êρ + ρ

dθ

dt
êθ + ρ sin θ

dφ

dt
êφ. (1.5.138)

Substituting equation (1.5.138) into equation (1.5.137) gives the result

d

dt

[(
dρ

dt

)2

+ ρ2

(
dθ

dt

)2

+ ρ2 sin2 θ

(
dφ

dt

)2
]

= −GM

ρ3

d

dt
(ρ2) = −2GM

ρ2

dρ

dt
= 2GM

d

dt

(
1
ρ

)
which can be integrated directly to give(

dρ

dt

)2

+ ρ2

(
dθ

dt

)2

+ ρ2 sin2 θ

(
dφ

dt

)2

=
2GM

ρ
− E (1.5.139)

where −E is a constant of integration. In the special case of a planar orbit we set θ = π
2 constant so that

the equation (1.5.139) reduces to (
dρ

dt

)2

+ ρ2

(
dφ

dt

)2

=
2GM

ρ
− E(

dρ

dφ

dφ

dt

)2

+ ρ2

(
dφ

dt

)2

=
2GM

ρ
− E.

(1.5.140)

Also for this special case of planar motion we have

|~ρ× d~ρ

dt
| = ρ2 dφ

dt
= h. (1.5.141)

By eliminating dφ
dt from the equation (1.5.140) we obtain the result(

dρ

dφ

)2

+ ρ2 =
2GM

h2
ρ3 − E

h2
ρ4. (1.5.142)
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Figure 1.5-3. Relative motion of two inertial systems.

The substitution ρ = 1
u can be used to represent the equation (1.5.142) in the form

(
du

dφ

)2

+ u2 − 2GM

h2
u +

E

h2
= 0 (1.5.143)

which is a form we will return to later in this section. Note that we can separate the variables in equations

(1.5.142) or (1.5.143). The results can then be integrate to produce the equation (1.5.130).

Newton also considered the relative motion of two inertial systems, say S and S. Consider two such

systems as depicted in the figure 1.5-3 where the S system is moving in the x−direction with speed v relative

to the system S.

For a Newtonian system, if at time t = 0 we have clocks in both systems which coincide, than at time t

a point P (x, y, z) in the S system can be described by the transformation equations

x =x + vt

y =y

z =z

t =t

or

x =x− vt

y =y

z =z

t =t.

(1.5.144)

These are the transformation equation of Newton’s relativity sometimes referred to as a Galilean transfor-

mation.

Before Einstein the principle of relativity required that velocities be additive and obey Galileo’s velocity

addition rule

VP/R = VP/Q + VQ/R. (1.5.145)
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That is, the velocity of P with respect to R equals the velocity of P with respect to Q plus the velocity of Q

with respect to R. For example, a person (P ) running north at 3 km/hr on a train (Q) moving north at 60

km/hr with respect to the ground (R) has a velocity of 63 km/hr with respect to the ground. What happens

when (P ) is a light wave moving on a train (Q) which is moving with velocity V relative to the ground? Are

the velocities still additive? This type of question led to the famous Michelson-Morley experiment which

has been labeled as the starting point for relativity. Einstein’s answer to the above question was ”NO” and

required that VP/R = VP/Q = c =speed of light be a universal constant.

In contrast to the Newtonian equations, Einstein considered the motion of light from the origins 0 and

0 of the systems S and S. If the S system moves with velocity v relative to the S system and at time t = 0

a light signal is sent from the S system to the S system, then this light signal will move out in a spherical

wave front and lie on the sphere

x2 + y2 + z2 = c2t2 (1.5.146)

where c is the speed of light. Conversely, if a light signal is sent out from the S system at time t = 0, it will

lie on the spherical wave front

x2 + y2 + z2 = c2t
2
. (1.5.147)

Observe that the Newtonian equations (1.5.144) do not satisfy the equations (1.5.146) and (1.5.147) identi-

cally. If y = y and z = z then the space variables (x, x) and time variables (t, t) must somehow be related.

Einstein suggested the following transformation equations between these variables

x = γ(x− vt) and x = γ(x + vt) (1.5.148)

where γ is a constant to be determined. The differentials of equations (1.5.148) produce

dx = γ(dx− vdt) and dx = γ(dx + vdt) (1.5.149)

from which we obtain the ratios

dx

γ(dx + v dt)
=

γ(dx− v dt)
dx

or
1

γ(1 + v
dx

dt

)
= γ(1− v

dx
dt

). (1.5.150)

When
dx

dt
=

dx

dt
= c, the speed of light, the equation (1.5.150) requires that

γ2 = (1 − v2

c2
)−1 or γ = (1− v2

c2
)−1/2. (1.5.151)

From the equations (1.5.148) we eliminate x and find

t = γ(t− v

c2
x). (1.5.152)

We can now replace the Newtonian equations (1.5.144) by the relativistic transformation equations

x =γ(x + vt)

y =y

z =z

t =γ(t +
v

c2
x)

or

x =γ(x− vt)

y =y

z =z

t =γ(t− v

c2
x)

(1.5.153)
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where γ is given by equation (1.5.151). These equations are also known as the Lorentz transformation.

Note that for v << c, then
v

c2
≈ 0, γ ≈ 1 , then the equations (1.5.153) closely approximate the equations

(1.5.144). The equations (1.5.153) also satisfy the equations (1.5.146) and (1.5.147) identically as can be

readily verified by substitution. Further, by using chain rule differentiation we obtain from the relations

(1.5.148) that
dx

dt
=

dx
dt

+ v

1 +
dx

dt

c
v
c

. (1.5.154)

The equation (1.5.154) is the Einstein relative velocity addition rule which replaces the previous Newtonian

rule given by equation (1.5.145). We can rewrite equation (1.5.154) in the notation of equation (1.5.145) as

VP/R =
VP/Q + VQ/R

1 + VP/Q

c

VQ/R

c

. (1.5.155)

Observe that when VP/Q << c and VQ/R << c then equation (1.5.155) approximates closely the equation

(1.5.145). Also as VP/Q and VQ/R approach the speed of light we have

lim
VP/Q→C

VQ/R→C

VP/Q + VQ/R

1 + VP/Q

c

VQ/R

c

= c (1.5.156)

which agrees with Einstein’s hypothesis that the speed of light is an invariant.

Let us return now to the viewpoint of what gravitation is. Einstein thought of space and time as being

related and viewed the motion of the planets as being that of geodesic paths in a space-time continuum.

Recall the equations of geodesics are given by

d2xi

ds2
+
{

i

j k

}
dxj

ds

dxk

ds
= 0, (1.5.157)

where s is arc length. These equations are to be associated with a 4-dimensional space-time metric gij

where the indices i, j take on the values 1, 2, 3, 4 and the xi are generalized coordinates. Einstein asked

the question, ”Can one introduce a space-time metric gij such that the equations (1.5.157) can somehow

reproduce the law of gravitational attraction d2~ρ
dt2 + GM

ρ3 ~ρ = 0?” Then the motion of the planets can be

viewed as optimized motion in a space-time continuum where the metrices of the space simulate the law of

gravitational attraction. Einstein thought that this motion should be related to the curvature of the space

which can be obtained from the Riemann-Christoffel tensor Ri
jkl. The metric we desire gij , i, j = 1, 2, 3, 4

has 16 components. The conjugate metric tensor gij is defined such that gijgjk = δi
k and an element of

arc length squared is given by ds2 = gijdxidxj . Einstein thought that the metrices should come from the

Riemann-Christoffel curvature tensor which, for n = 4 has 256 components, but only 20 of these are linearly

independent. This seems like a large number of equations from which to obtain the law of gravitational

attraction and so Einstein considered the contracted tensor

Gij = Rt
ijt =

∂

∂xj

{
n

i n

}
− ∂

∂xn

{
n

i j

}
+
{

m

i n

}{
n

m j

}
−
{

m

i j

}{
n

m n

}
. (1.5.158)

Spherical coordinates (ρ, θ, φ) suggests a metric similar to

ds2 = −(dρ)2 − ρ2(dθ)2 − ρ2 sin2 θ(dφ)2 + c2(dt)2
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where g11 = −1, g22 = −ρ2, g33 = −ρ2 sin2 θ, g44 = c2 and gij = 0 for i 6= j. The negative signs are

introduced so that
(

ds
dt

)2
= c2 − v2 is positive when v < c and the velocity is not greater than c. However,

this metric will not work since the curvature tensor vanishes. The spherical symmetry of the problem suggest

that g11 and g44 change while g22 and g33 remain fixed. Let (x1, x2, x3, x4) = (ρ, θ, φ, t) and assume

g11 = −eu, g22 = −ρ2, g33 = −ρ2 sin2 θ, g44 = ev (1.5.159)

where u and v are unknown functions of ρ to be determined. This gives the conjugate metric tensor

g11 = −e−u, g22 =
−1
ρ2

, g33 =
−1

ρ2 sin2 θ
, g44 = e−v (1.5.160)

and gij = 0 for i 6= j. This choice of a metric produces

ds2 = −eu(dρ)2 − ρ2(dθ)2 − ρ2 sin2 θ(dφ)2 + ev(dt)2 (1.5.161)

together with the nonzero Christoffel symbols{
1

1 1

}
=

1
2

du

dρ{
1

2 2

}
=− ρe−u

{
1

3 3

}
=− ρe−u sin2 θ{

1
4 4

}
=

1
2
ev−u dv

dr

{
2

1 2

}
=

1
ρ{

2
2 1

}
=

1
ρ{

2
3 3

}
=− sin θ cos θ

{
3

1 3

}
=

1
ρ{

3
2 3

}
=

cos θ

sin θ{
3

3 1

}
=

1
ρ{

3
3 2

}
=

cos θ

sin θ

{
4

1 4

}
=

1
2

dv

dρ{
4

4 1

}
=

1
2

dv

dρ
.

(1.5.162)

The equation (1.5.158) is used to calculate the nonzero Gij and we find that

G11 =
1
2

d2v

dρ2
+

1
4

(
dv

dρ

)2

− 1
4

du

dρ

dv

dρ
− 1

ρ

du

dρ

G22 =e−u

(
1 +

1
2
ρ
dv

dρ
− 1

2
ρ
du

dρ
− eu

)
G33 =e−u

(
1 +

1
2
ρ
dv

dρ
− 1

2
ρ
du

dρ
− eu

)
sin2 θ

G44 =− ev−u

(
1
2

d2v

dρ2
− 1

4
du

dρ

dv

dρ
+

1
4

(
dv

dρ

)2

+
1
ρ

dv

dρ

)
(1.5.163)

and Gij = 0 for i 6= j. The assumption that Gij = 0 for all i, j leads to the differential equations

d2v

dρ2
+

1
2

(
dv

dρ

)2

− 1
2

du

dρ

dv

dρ
− 2

ρ

du

dρ
=0

1 +
1
2
ρ
dv

dρ
− 1

2
ρ
du

dρ
− eu =0

d2v

dρ2
+

1
2

(
dv

dρ

)2

− 1
2

du

dρ

dv

dρ
+

2
ρ

dv

dρ
=0.

(1.5.164)
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Subtracting the first equation from the third equation gives

du

dρ
+

dv

dρ
= 0 or u + v = c1 = constant. (1.5.165)

The second equation in (1.5.164) then becomes

ρ
du

dρ
= 1− eu (1.5.166)

Separate the variables in equation (1.5.166) and integrate to obtain the result

eu =
1

1− c2
ρ

(1.5.167)

where c2 is a constant of integration and consequently

ev = ec1−u = ec1

(
1− c2

ρ

)
. (1.5.168)

The constant c1 is selected such that g44 approaches c2 as ρ increases without bound. This produces the

metrices

g11 =
−1

1− c2
ρ

, g22 = −ρ2, g33 = −ρ2 sin2 θ, g44 = c2(1− c2

ρ
) (1.5.169)

where c2 is a constant still to be determined. The metrices given by equation (1.5.169) are now used to

expand the equations (1.5.157) representing the geodesics in this four dimensional space. The differential

equations representing the geodesics are found to be

d2ρ

ds2
+

1

2

du

dρ

(
dρ

ds

)2

− ρe−u
(

dθ

ds

)2

− ρe−u sin2 θ

(
dφ

ds

)2

+
1

2
ev−u dv

dρ

(
dt

ds

)2

= 0 (1.5.170)

d2θ

ds2
+

2

ρ

dθ

ds

dρ

ds
− sin θ cos θ

(
dφ

ds

)2

= 0 (1.5.171)

d2φ

ds2
+

2

ρ

dφ

ds

dρ

ds
+ 2

cos θ

sin θ

dφ

ds

dθ

ds
= 0 (1.5.172)

d2t

ds2
+

dv

dρ

dt

ds

dρ

ds
= 0. (1.5.173)

The equation (1.5.171) is identically satisfied if we examine planar orbits where θ = π
2 is a constant. This

value of θ also simplifies the equations (1.5.170) and (1.5.172). The equation (1.5.172) becomes an exact

differential equation
d

ds

(
ρ2 dφ

ds

)
= 0 or ρ2 dφ

ds
= c4, (1.5.174)

and the equation (1.5.173) also becomes an exact differential

d

ds

(
dt

ds
ev

)
= 0 or

dt

ds
ev = c5, (1.5.175)

where c4 and c5 are constants of integration. This leaves the equation (1.5.170) which determines ρ. Substi-

tuting the results from equations (1.5.174) and (1.5.175), together with the relation (1.5.161), the equation

(1.5.170) reduces to
d2ρ

ds2
+

c2

2ρ2
+

c2c
2
4

2ρ4
− (1− c2

ρ
)
c2
4

ρ3
= 0. (1.5.176)
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By the chain rule we have

d2ρ

ds2
=

d2ρ

dφ2

(
dφ

ds

)2

+
dρ

dφ

d2φ

ds2
=

d2ρ

dφ2

c2
4

ρ4
+
(

dρ

dφ

)2(−2c2
4

ρ5

)
and so equation (1.5.176) can be written in the form

d2ρ

dφ2
− 2

ρ

(
dρ

dφ

)2

+
c2

2
ρ2

c2
4

+
c2

2
−
(

1− c2

ρ

)
ρ = 0. (1.5.177)

The substitution ρ = 1
u reduces the equation (1.5.177) to the form

d2u

dφ2
+ u− c2

2c2
4

=
3
2
c2u

2. (1.5.178)

Multiply the equation (1.5.178) by 2du
dφ and integrate with respect to φ to obtain(

du

dφ

)2

+ u2 − c2

c2
4

u = c2u
3 + c6. (1.5.179)

where c6 is a constant of integration. To determine the constant c6 we write the equation (1.5.161) in the

special case θ = π
2 and use the substitutions from the equations (1.5.174) and (1.5.175) to obtain

eu

(
dρ

ds

)2

= eu

(
dρ

dφ

dφ

ds

)2

= 1− ρ2

(
dφ

ds

)2

+ ev

(
dt

ds

)2

or (
dρ

dφ

)2

+
(

1− c2

ρ

)
ρ2 +

(
1− c2

ρ
− c2

5

c2

)
ρ4

c2
4

= 0. (1.5.180)

The substitution ρ = 1
u reduces the equation (1.5.180) to the form(

du

dφ

)2

+ u2 − c2u
3 +

1
c2
4

− c2

c2
4

u− c2
5

c2c2
4

= 0. (1.5.181)

Now comparing the equations (1.5.181) and (1.5.179) we select

c6 =
(

c2
5

c2
− 1
)

1
c2
4

so that the equation (1.5.179) takes on the form(
du

dφ

)2

+ u2 − c2

c2
4

u +
(

1− c2
5

c2

)
1
c2
4

= c2u
3 (1.5.182)

Now we can compare our relativistic equation (1.5.182) with our Newtonian equation (1.5.143). In order

that the two equations almost agree we select the constants c2, c4, c5 so that

c2

c2
4

=
2GM

h2
and

1− c2
5

c2

c2
4

=
E

h2
. (1.5.183)

The equations (1.5.183) are only two equations in three unknowns and so we use the additional equation

lim
ρ→∞ ρ2 dφ

dt
= lim

ρ→∞ ρ2 dφ

ds

ds

dt
= h (1.5.184)
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which is obtained from equation (1.5.141). Substituting equations (1.5.174) and (1.5.175) into equation

(1.5.184), rearranging terms and taking the limit we find that

c4c
2

c5
= h. (1.5.185)

From equations (1.5.183) and (1.5.185) we obtain the results that

c2
5 =

c2

1 + E
c2

, c2 =
2GM

c2

(
1

1 + E/c2

)
, c4 =

h

c
√

1 + E/c2
(1.5.186)

These values substituted into equation (1.5.181) produce the differential equation(
du

dφ

)2

+ u2 − 2GM

h2
u +

E

h2
=

2GM

c2

(
1

1 + E/c2

)
u3. (1.5.187)

Let α = c2
c2
4

= 2GM
h2 and β = c2 = 2GM

c2 ( 1
1+E/c2 ) then the differential equation (1.5.178) can be written as

d2u

dφ2
+ u− α

2
=

3
2
βu2. (1.5.188)

We know the solution to equation (1.5.143) is given by

u =
1
ρ

= A(1 + ε cos(φ− φ0)) (1.5.189)

and so we assume a solution to equation (1.5.188) of this same general form. We know that A is small and so

we make the assumption that the solution of equation (1.5.188) given by equation (1.5.189) is such that φ0 is

approximately constant and varies slowly as a function of Aφ. Observe that if φ0 = φ0(Aφ), then dφ0
dφ = φ′0A

and d2φ0
dφ2 = φ′′0A2, where primes denote differentiation with respect to the argument of the function. (i.e.

Aφ for this problem.) The derivatives of equation (1.5.189) produce

du

dφ
=− εA sin(φ− φ0)(1 − φ′0A)

d2u

dφ2
=εA3 sin(φ− φ0)φ′′0 − εA cos(φ− φ0)(1− 2Aφ′0 + A2(φ′0)

2)

=− εA cos(φ− φ0) + 2εA2φ′0 cos(φ− φ0) + O(A3).

Substituting these derivatives into the differential equation (1.5.188) produces the equations

2εA2φ′0 cos(φ − φ0) + A− α

2
=

3β

2
(
A2 + 2εA2 cos(φ− φ0) + ε2A2 cos2(φ− φ0)

)
+ O(A3).

Now A is small so that terms O(A3) can be neglected. Equating the constant terms and the coefficient of

the cos(φ− φ0) terms we obtain the equations

A− α

2
=

3β

2
A2 2εA2φ′0 = 3βεA2 +

3β

2
ε2A2 cos(φ − φ0).

Treating φ0 as essentially constant, the above system has the approximate solutions

A ≈ α

2
φ0 ≈ 3β

2
Aφ +

3β

4
Aε sin(φ− φ0) (1.5.190)
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The solutions given by equations (1.5.190) tells us that φ0 varies slowly with time. For ε less than 1, the

elliptical motion is affected by this change in φ0. It causes the semi-major axis of the ellipse to slowly rotate

at a rate given by dφ0
dt . Using the following values for the planet Mercury

G =6.67(10−8) dyne cm2/g2

M =1.99(1033) g

a =5.78(1012) cm

ε =0.206

c =3(1010) cm/sec

β ≈2GM

c2
= 2.95(105) cm

h ≈
√

GMa(1− ε2) = 2.71(1019) cm2/sec

dφ

dt
≈
(

GM

a3

)1/2

sec−1 Kepler’s third law

(1.5.191)

we calculate the slow rate of rotation of the semi-major axis to be approximately

dφ0

dt
=

dφ0

dφ

dφ

dt
≈ 3

2
βA

dφ

dt
≈ 3

(
GM

ch

)2(
GM

a3

)1/2

=6.628(10−14) rad/sec

=43.01 seconds of arc per century.

(1.5.192)

This slow variation in Mercury’s semi-major axis has been observed and measured and is in agreement with

the above value. Newtonian mechanics could not account for the changes in Mercury’s semi-major axis, but

Einstein’s theory of relativity does give this prediction. The resulting solution of equation (1.5.188) can be

viewed as being caused by the curvature of the space-time continuum.

The contracted curvature tensor Gij set equal to zero is just one of many conditions that can be assumed

in order to arrive at a metric for the space-time continuum. Any assumption on the value of Gij relates to

imposing some kind of curvature on the space. Within the large expanse of our universe only our imaginations

limit us as to how space, time and matter interact. You can also imagine the existence of other tensor metrics

in higher dimensional spaces where the geodesics within the space-time continuum give rise to the motion

of other physical quantities.

This short introduction to relativity is concluded with a quote from the NASA News@hg.nasa.gov news

release, spring 1998, Release:98-51. “An international team of NASA and university researchers has found

the first direct evidence of a phenomenon predicted 80 years ago using Einstein’s theory of general relativity–

that the Earth is dragging space and time around itself as it rotates.”The news release explains that the

effect is known as frame dragging and goes on to say “Frame dragging is like what happens if a bowling

ball spins in a thick fluid such as molasses. As the ball spins, it pulls the molasses around itself. Anything

stuck in the molasses will also move around the ball. Similarly, as the Earth rotates it pulls space-time in

its vicinity around itself. This will shift the orbits of satellites near the Earth.”This research is reported in

the journal Science.
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EXERCISE 1.5

I 1. Let κ = δ ~T
δs · ~N and τ = δ ~N

δs · ~B. Assume in turn that each of the intrinsic derivatives of ~T , ~N, ~B are

some linear combination of ~T , ~N, ~B and hence derive the Frenet-Serret formulas of differential geometry.

I 2. Determine the given surfaces. Describe and sketch the curvilinear coordinates upon each surface.

(a) ~r(u, v) = u ê1 + v ê2 (b) ~r(u, v) = u cos v ê1 + u sin v ê2 (c) ~r(u, v) =
2uv2

u2 + v2
ê1 +

2u2v

u2 + v2
ê2.

I 3. Determine the given surfaces and describe the curvilinear coordinates upon the surface. Use some

graphics package to plot the surface and illustrate the coordinate curves on the surface. Find element of

area dS in terms of u and v.

(a) ~r(u, v) = a sinu cos v ê1 + b sinu sin v ê2 + c cosu ê3 a, b, c constants 0 ≤ u, v ≤ 2π

(b) ~r(u, v) = (4 + v sin
u

2
) cosu ê1 + (4 + v sin

u

2
) sin u ê2 + v cos

u

2
ê3 − 1 ≤ v ≤ 1, 0 ≤ u ≤ 2π

(c) ~r(u, v) = au cos v ê1 + bu sin v ê2 + cu ê3

(d) ~r(u, v) = u cos v ê1 + u sin v ê2 + αv ê3 α constant

(e) ~r(u, v) = a cos v ê1 + b sin v ê2 + u ê3 a, b constant

(f) ~r(u, v) = u cos v ê1 + u sin v ê2 + u2 ê3

I 4. Consider a two dimensional space with metric tensor (aαβ) =
(

E F
F G

)
. Assume that the surface is

described by equations of the form yi = yi(u, v) and that any point on the surface is given by the position

vector ~r = ~r(u, v) = yi êi. Show that the metrices E, F, G are functions of the parameters u, v and are given

by

E = ~ru · ~ru, F = ~ru · ~rv, G = ~rv · ~rv where ~ru =
∂~r

∂u
and ~rv =

∂~r

∂v
.

I 5. For the metric given in problem 4 show that the Christoffel symbols of the first kind are given by

[1 1, 1] = ~ru · ~ruu

[1 1, 2] = ~rv · ~ruu

[1 2, 1] = [2 1, 1] = ~ru · ~ruv

[1 2, 2] = [2 1, 2] = ~rv · ~ruv

[2 2, 1] = ~ru · ~rvv

[2 2, 2] = ~rv · ~rvv

which can be represented [α β, γ] =
∂2~r

∂uα∂uβ
· ∂~r

∂uγ
, α, β, γ = 1, 2.

I 6. Show that the results in problem 5 can also be written in the form

[1 1, 1] =
1
2
Eu

[1 1, 2] = Fu − 1
2
Ev

[1 2, 1] = [2 1, 1] =
1
2
Ev

[1 2, 2] = [2 1, 2] =
1
2
Gu

[2 2, 1] = Fv − 1
2
Gu

[2 2, 2] =
1
2
Gv

where the subscripts indicate partial differentiation.

I 7. For the metric given in problem 4, show that the Christoffel symbols of the second kind can be

expressed in the form
{

γ

α β

}
= aγδ[α β, δ], α, β, γ = 1, 2 and produce the results{

1
1 1

}
=

GEu − 2FFu + FEv

2(EG− F 2){
1

2 2

}
=

2GFv −GGu − FGv

2(EG− F 2)

{
1

1 2

}
=
{

1
2 1

}
=

GEv − FGu

2(EG− F 2){
2

1 2

}
=
{

2
2 1

}
=

EGu − FEv

2(EG− F 2)

{
2
1 1

}
=

2EFu − EEv − FEu

2(EG− F 2){
2
2 2

}
=

EGv − 2FFv + FGu

2(EG− F 2)

where the subscripts indicate partial differentiation.
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I 8. Derive the Gauss equations by assuming that

~ruu = c1~ru + c2~rv + c3n̂, ~ruv = c4~ru + c5~rv + c6n̂, ~rvv = c7~ru + c8~rv + c9n̂

where c1, . . . , c9 are constants determined by taking dot products of the above vectors with the vectors ~ru, ~rv,

and n̂. Show that c1 =
{

1
1 1

}
, c2 =

{
2
1 1

}
, c3 = e, c4 =

{
1

1 2

}
, c5 =

{
2
1 2

}
, c6 = f,

c7 =
{

1
2 2

}
, c8 =

{
2
2 2

}
, c9 = g Show the Gauss equations can be written

∂2~r

∂uα∂uβ
=
{

γ

α β

}
∂~r

∂uγ
+bαβn̂.

I 9. Derive the Weingarten equations

n̂u = c1~ru + c2~rv

n̂v = c3~ru + c4~rv

and
~ru = c∗1n̂u + c∗2n̂v

~rv = c∗3n̂u + c∗4n̂v

and show

c1 =
fF − eG

EG− F 2

c2 =
eF − fE

EG− F 2

c3 =
gF − fG

EG− F 2

c4 =
fF − gE

EG− F 2

c∗1 =
fF − gE

eg − f2

c∗2 =
fE − eF

eg − f2

c∗3 =
fG− gF

eg − f2

c∗4 =
fF − eG

eg − f2

The constants in the above equations are determined in a manner similar to that suggested in problem 8.

Show that the Weingarten equations can be written in the form

∂n̂

∂uα
= −bβ

α

∂~r

∂uβ
.

I 10. Using n̂ =
~ru × ~rv√
EG− F 2

, the results from exercise 1.1, problem 9(a), and the results from problem 5,

verify that

(~ru × ~ruu) · n̂ =
{

2
1 1

}√
EG− F 2

(~ru × ~ruv) · n̂ =
{

2
1 2

}√
EG− F 2

(~rv × ~ruu) · n̂ = −
{

1
1 1

}√
EG− F 2

(~ru × ~rvv) · n̂ =
{

2
2 2

}√
EG− F 2

(~rv × ~ruv) · n̂ = −
{

1
2 1

}√
EG− F 2

(~rv × ~rvv) · n̂ = −
{

1
2 2

}√
EG− F 2

(~ru × ~rv) · n̂ =
√

EG− F 2

and then derive the formula for the geodesic curvature given by equation (1.5.48).

Hint:(n̂× ~T ) · d~T

ds
= (~T × d~T

ds
) · n̂ and aαδ]β γ, δ] =

{
α

β γ

}
.
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I 11. Verify the equation (1.5.39) which shows that the normal curvature directions are orthogonal. i.e.

verify that Gλ1λ2 + F (λ1 + λ2) + E = 0.

I 12. Verify that δβγ
στ δωα

λν Rωαβγ = 4Rλνστ .

I 13. Find the first fundamental form and unit normal to the surface defined by z = f(x, y).

I 14. Verify

Ai,jk −Ai,kj = AσRσ
.ijk

where

Rσ
.ijk =

∂

∂xj

{
σ

i k

}
− ∂

∂xk

{
σ

i j

}
+
{

n

i k

}{
σ

n j

}
−
{

n

i j

}{
σ

n k

}
.

which is sometimes written

Rinjk =

∣∣∣∣∣∣
∂

∂xj
∂

∂xk

[nj, k] [nk, i]

∣∣∣∣∣∣+
∣∣∣∣∣∣
{

s

n j

} {
s

n k

}
[ij, s] [ik, s]

∣∣∣∣∣∣
I 15. For Rijkl = giσRσ

.jkl show

Rinjk =
∂

∂xj
[nk, i]− ∂

∂xk
[nj, i] + [ik, s]

{
s

n j

}
− [ij, s]

{
s

n k

}
which is sometimes written

Rσ
.ijk =

∣∣∣∣∣∣∣∣
∂

∂xj
∂

∂xk{
σ

i j

} {
σ

i k

}
∣∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣∣
{

n

i k

} {
n

i j

}
{

σ

n k

} {
σ

n j

}
∣∣∣∣∣∣∣∣

I 16. Show

Rijkl =
1
2

(
∂2gil

∂xj∂xk
− ∂2gjl

∂xi∂xk
− ∂2gik

∂xj∂xl
+

∂2gjk

∂xi∂xl

)
+ gαβ ([jk, β][il, α]− [jl, β][ik, α]) .

I 17. Use the results from problem 15 to show

(i) Rjikl = −Rijkl, (ii) Rijlk = −Rijkl, (iii) Rklij = Rijkl

Hence, the tensor Rijkl is skew-symmetric in the indices i, j and k, l. Also the tensor Rijkl is symmetric with

respect to the (ij) and (kl) pair of indices.

I 18. Verify the following cyclic properties of the Riemann Christoffel symbol:

(i) Rnijk + Rnjki + Rnkij = 0 first index fixed

(ii) Rinjk + Rjnki + Rknij = 0 second index fixed

(iii) Rijnk + Rjkni + Rkinj = 0 third index fixed

(iv) Rikjn + Rkjin + Rjikn = 0 fourth index fixed

I 19. By employing the results from the previous problems, show all components of the form:

Riijk , Rinjj , Riijj , Riiii, (no summation on i or j) must be zero.
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I 20. Find the number of independent components associated with the Riemann Christoffel tensor

Rijkm, i, j, k, m = 1, 2, . . . , N. There are N4 components to examine in an N−dimensional space. Many of

these components are zero and many of the nonzero components are related to one another by symmetries

or the cyclic properties. Verify the following cases:

CASE I We examine components of the form Rinin, i 6= n with no summation of i or n. The first index

can be chosen in N ways and therefore with i 6= n the second index can be chosen in N − 1 ways. Observe

that Rinin = Rnini, (no summation on i or n) and so one half of the total combinations are repeated. This

leaves M1 = 1
2N(N − 1) components of the form Rinin. The quantity M1 can also be thought of as the

number of distinct pairs of indices (i, n).

CASE II We next examine components of the form Rinji, i 6= n 6= j where there is no summation on

the index i. We have previously shown that the first pair of indices can be chosen in M1 ways. Therefore,

the third index can be selected in N − 2 ways and consequently there are M2 = 1
2N(N − 1)(N − 2) distinct

components of the form Rinji with i 6= n 6= j.

CASE III Next examine components of the form Rinjk where i 6= n 6= j 6= k. From CASE I the first pairs

of indices (i, n) can be chosen in M1 ways. Taking into account symmetries, it can be shown that the second

pair of indices can be chosen in 1
2 (N −2)(N−3) ways. This implies that there are 1

4N(N −1)(N−2)(N−3)

ways of choosing the indices i, n, j and k with i 6= n 6= j 6= k. By symmetry the pairs (i, n) and (j, k) can be

interchanged and therefore only one half of these combinations are distinct. This leaves

1
8
N(N − 1)(N − 2)(N − 3)

distinct pairs of indices. Also from the cyclic relations we find that only two thirds of the above components

are distinct. This produces

M3 =
N(N − 1)(N − 2)(N − 3)

12
distinct components of the form Rinjk with i 6= n 6= j 6= k.

Adding the above components from each case we find there are

M4 = M1 + M2 + M3 =
N2(N2 − 1)

12

distinct and independent components.

Verify the entries in the following table:

Dimension of space N 1 2 3 4 5

Number of components N4 1 16 81 256 625

M4 = Independent components of Rijkm 0 1 6 20 50

Note 1: A one dimensional space can not be curved and all one dimensional spaces are Euclidean. (i.e. if we have

an element of arc length squared given by ds2 = f(x)(dx)2, we can make the coordinate transformation√
f(x)dx = du and reduce the arc length squared to the form ds2 = du2.)

Note 2: In a two dimensional space, the indices can only take on the values 1 and 2. In this special case there

are 16 possible components. It can be shown that the only nonvanishing components are:

R1212 = −R1221 = −R2112 = R2121.
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For these nonvanishing components only one independent component exists. By convention, the com-

ponent R1212 is selected as the single independent component and all other nonzero components are

expressed in terms of this component.

Find the nonvanishing independent components Rijkl for i, j, k, l = 1, 2, 3, 4 and show that

R1212

R1313

R2323

R1414

R2424

R3434

R1231

R1421

R1341

R2132

R2142

R2342

R3213

R3243

R3143

R4124

R4314

R4234

R1324

R1432

can be selected as the twenty independent components.

I 21.

(a) For N = 2 show R1212 is the only nonzero independent component and

R1212 = R2121 = −R1221 = −R2112.

(b) Show that on the surface of a sphere of radius r0 we have R1212 = r2
0 sin2 θ.

I 22. Show for N = 2 that

R1212 = R1212J
2 = R1212

∣∣∣∣∂x

∂x

∣∣∣∣2
I 23. Define Rij = Rs

.ijs as the Ricci tensor and Gi
j = Ri

j − 1
2δi

jR as the Einstein tensor, where Ri
j = gikRkj

and R = Ri
i. Show that

(a) Rjk = gabRjabk

(b) Rij =
∂2 log

√
g

∂xi∂xj
−
{

b

i j

}
∂ log

√
g

∂xb
− ∂

∂xa

{
a

i j

}
+
{

b

i a

}{
a

j b

}
(c) Ri

ijk = 0

I 24. By employing the results from the previous problem show that in the case N = 2 we have

R11

g11
=

R22

g22
=

R12

g12
= −R1212

g

where g is the determinant of gij .

I 25. Consider the case N = 2 where we have g12 = g21 = 0 and show that

(a) R12 = R21 = 0

(b) R11g22 = R22g11 = R1221

(c) R =
2R1221

g11g22

(d) Rij =
1
2
Rgij, where R = gijRij

The scalar invariant R is known as the Einstein curvature of the surface and the tensor Gi
j = Ri

j − 1
2δi

jR is

known as the Einstein tensor.

I 26. For N = 3 show that R1212, R1313, R2323, R1213, R2123, R3132 are independent components of the

Riemann Christoffel tensor.
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I 27. For N = 2 and aαβ =
(

a11 0
0 a22

)
show that

K =
R1212

a
= − 1

2
√

a

[
∂

∂u1

(
1√
a

∂a22

∂u1

)
+

∂

∂u2

(
1√
a

∂a11

∂u2

)]
.

I 28. For N = 2 and aαβ =
(

a11 a12

a21 a22

)
show that

K =
1

2
√

a

{
∂

∂u1

[
a12

a11
√

a

∂a11

∂u2
− 1√

a

∂a22

∂u1

]
+

∂

∂u2

[
2√
a

∂a12

∂u1
− 1√

a

∂a11

∂u2
− a12

a11
√

a

∂a11

∂u1

]}
.

Check your results by setting a12 = a21 = 0 and comparing this answer with that given in the problem 27.

I 29. Write out the Frenet-Serret formulas (1.5.112)(1.5.113) for surface curves in terms of Christoffel

symbols of the second kind.

I 30.

(a) Use the fact that for n = 2 we have R1212 = R2121 = −R2112 = −R1221 together with eαβ, eαβ the two

dimensional alternating tensors to show that the equation (1.5.110) can be written as

Rαβγδ = Kεαβεγδ where εαβ =
√

aeαβ and εαβ =
1√
a
eαβ

are the corresponding epsilon tensors.

(b) Show that from the result in part (a) we obtain
1
4
Rαβγδε

αβεγδ = K.

Hint: See equations (1.3.82),(1.5.93) and (1.5.94).

I 31. Verify the result given by the equation (1.5.100).

I 32. Show that aαβcαβ = 4H2 − 2K.

I 33. Find equations for the principal curvatures associated with the surface

x = u, y = v, z = f(u, v).

I 34. Geodesics on a sphere Let (θ, φ) denote the surface coordinates of the sphere of radius ρ defined

by the parametric equations

x = ρ sin θ cosφ, y = ρ sin θ sin φ, z = ρ cos θ. (1)

Consider also a plane which passes through the origin with normal having the direction numbers (n1, n2, n3).

This plane is represented by n1x+n2y+n3z = 0 and intersects the sphere in a great circle which is described

by the relation

n1 sin θ cosφ + n2 sin θ sin φ + n3 cos θ = 0. (2)

This is an implicit relation between the surface coordinates θ, φ which describes the great circle lying on the

sphere. We can write this later equation in the form

n1 cosφ + n2 sin φ =
−n3

tan θ
(3)
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and in the special case where n1 = cosβ, n2 = sin β,n3 = − tanα is expressible in the form

cos(φ− β) =
tanα

tan θ
or φ− β = cos−1

(
tanα

tan θ

)
. (4)

The above equation defines an explicit relationship between the surface coordinates which defines a great

circle on the sphere. The arc length squared relation satisfied by the surface coordinates together with the

equation obtained by differentiating equation (4) with respect to arc length s gives the relations

sin2 θ
dφ

ds
=

tanα√
1− tan2 α

tan2 θ

dθ

ds
(5)

ds2 = ρ2 dθ2 + ρ2 sin2 θ dφ2 (6)

The above equations (1)-(6) are needed to consider the following problem.

(a) Show that the differential equations defining the geodesics on the surface of a sphere (equations (1.5.51))

are

d2θ

ds2
− sin θ cos θ

(
dφ

ds

)2

= 0 (7)

d2φ

ds2
+ 2 cot θ

dθ

ds

dφ

ds
= 0 (8)

(b) Multiply equation (8) by sin2 θ and integrate to obtain

sin2 θ
dφ

ds
= c1 (9)

where c1 is a constant of integration.

(c) Multiply equation (7) by dθ
ds and use the result of equation (9) to show that an integration produces(

dθ

ds

)2

=
−c2

1

sin2 θ
+ c2

2 (10)

where c2
2 is a constant of integration.

(d) Use the equations (5)(6) to show that c2 = 1/ρ and c1 = sin α
ρ .

(e) Show that equations (9) and (10) imply that

dφ

dθ
=

tanα

tan2 θ

sec2 θ√
1− tan2 α

tan2 θ

and making the substitution u = tan α
tan θ this equation can be integrated to obtain the equation (4). We

can now expand the equation (4) and express the results in terms of x, y, z to obtain the equation (3).

This produces a plane which intersects the sphere in a great circle. Consequently, the geodesics on a

sphere are great circles.



169

I 35. Find the differential equations defining the geodesics on the surface of a cylinder.

I 36. Find the differential equations defining the geodesics on the surface of a torus. (See problem 13,

Exercise 1.3)

I 37. Find the differential equations defining the geodesics on the surface of revolution

x = r cosφ, y = r sinφ, z = f(r).

Note the curve z = f(x) gives a profile of the surface. The curves r = Constant are the parallels, while the

curves φ = Constant are the meridians of the surface and

ds2 = (1 + f ′2) dr2 + r2dφ2.

I 38. Find the unit normal and tangent plane to an arbitrary point on the right circular cone

x = u sinα cosφ, y = u sinα sin φ, z = u cosα.

This is a surface of revolution with r = u sin α and f(r) = r cotα with α constant.

I 39. Let s denote arc length and assume the position vector ~r(s) is analytic about a point s0. Show that

the Taylor series ~r(s) = ~r(s0) + h~r ′(s0) +
h2

2!
~r ′′(s0) +

h3

3!
~r ′′′(s0) + · · · about the point s0, with h = s− s0 is

given by ~r(s) = ~r(s0) + h~T + 1
2κh2 ~N + 1

6h3(−κ2 ~T + κ′ ~N + κτ ~B) + · · · which is obtained by differentiating

the Frenet formulas.

I 40.

(a) Show that the circular helix defined by x = a cos t, y = a sin t, z = bt with a, b constants, has the

property that any tangent to the curve makes a constant angle with the line defining the z-axis.

(i.e. ~T · ê3 = cosα = constant.)

(b) Show also that ~N · ê3 = 0 and consequently ê3 is parallel to the rectifying plane, which implies that

ê3 = ~T cosα + ~B sin α.

(c) Differentiate the result in part (b) and show that κ/τ = tanα is a constant.

I 41. Consider a space curve xi = xi(s) in Cartesian coordinates.

(a) Show that κ =
∣∣∣d~T

ds

∣∣∣ =
√

x′ix
′
i

(b) Show that τ =
1
κ2

eijkx′ix
′′
j x′′′k . Hint: Consider ~r ′ · ~r ′′ × ~r ′′′

I 42.

(a) Find the direction cosines of a normal to a surface z = f(x, y).

(b) Find the direction cosines of a normal to a surface F (x, y, z) = 0.

(c) Find the direction cosines of a normal to a surface x = x(u, v), y = y(u, v), z = z(u, v).

I 43. Show that for a smooth surface z = f(x, y) the Gaussian curvature at a point on the surface is given

by

K =
fxxfyy − f2

xy

(f2
x + f2

y + 1)2
.
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I 44. Show that for a smooth surface z = f(x, y) the mean curvature at a point on the surface is given by

H =
(1 + f2

y )fxx − 2fxfyfxy + (1 + f2
x)fyy

2(f2
x + f2

y + 1)3/2
.

I 45. Express the Frenet-Serret formulas (1.5.13) in terms of Christoffel symbols of the second kind.

I 46. Verify the relation (1.5.106).

I 47. In Vn assume that Rij = ρgij and show that ρ = R
n where R = gijRij . This result is known as

Einstein’s gravitational equation at points where matter is present. It is analogous to the Poisson equation

∇2V = ρ from the Newtonian theory of gravitation.

I 48. In Vn assume that Rijkl = K(gikgjl − gilgjk) and show that R = Kn(1− n). (Hint: See problem 23.)

I 49. Assume gij = 0 for i 6= j and verify the following.

(a) Rhijk = 0 for h 6= i 6= j 6= k

(b) Rhiik =
√

gii

(
∂2√gii

∂xh∂xk
− ∂

√
gii

∂xh

∂ log
√

ghh

∂xk
− ∂

√
gii

∂xk

∂ log
√

gkk

∂xh

)
for h, i, k unequal.

(c) Rhiih =
√

gii
√

ghh

 ∂

∂xh

(
1√
ghh

∂
√

gii

∂xh

)
+

∂

∂xi

(
1√
gii

∂
√

ghh

∂xi

)
+

n∑
m=1

m 6=h m 6=i

∂
√

gii

∂xm

∂
√

ghh

∂xm

 where h 6= i.

I 50. Consider a surface of revolution where x = r cos θ, y = r sin θ and z = f(r) is a given function of r.

(a) Show in this V2 we have ds2 = (1 + (f ′)2)dr2 + r2dθ2 where ′ = d
ds .

(b) Show the geodesic equations in this V2 are

d2r

ds2
+

f ′f ′′

1 + (f ′)2

(
dr

ds

)2

− r

1 + (f ′)2

(
dθ

ds

)2

= 0

d2θ

ds2
+

2
r

dθ

ds

dr

ds
= 0

(c) Solve the second equation in part (b) to obtain
dθ

ds
=

a

r2
. Substitute this result for ds in part (a) to show

dθ = ±a
√

1 + (f ′)2

r
√

r2 − a2
dr which theoretically can be integrated.


